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Abstract
In this thesis, we present a new method to solve algorithmic and combinatorial

problems by (1) reducing them to bounding the maximum, over 𝑥 ∈ {−1, 1}𝑛 , of
homogeneous degree-𝑞 multilinear polynomials, and then (2) bounding the maxi-
mum value attained by these polynomials by analyzing the spectral properties of
appropriately chosen induced subgraphs of Cayley graphs on the hypercube (and
related variants) called “Kikuchi matrices”.

We will present the following applications of this method.
(1) Designing algorithms for refuting/solving semirandom and smoothed instances

of constraint satisfaction problems;
(2) Proving Feige’s conjectured hypergraph Moore bound on the extremal girth vs.

density trade-off for hypergraphs;
(3) Proving a cubic lower bound for 3-query locally decodable codes and an exponen-

tial lower bound for 3-query locally correctable codes.
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Chapter 1

Introduction

Spectral methods — understanding eigenvectors, eigenvalues, and related linear algebraic proper-
ties — have a rich history in algorithm design, forming the backbone of the field of spectral graph
theory [HLW06, Spi19]. For example, spectral expander graphs, a ubiquitous object in theoretical
computer science with numerous applications such as the construction of good error-correcting
codes [SS94], are graphs whose expansion (a combinatorial quantity) is characterized by the
eigenvalues of its adjacency matrix. In the past 30 years, there have been remarkable advances in
designing algorithms through the use of spectral methods. Such algorithms typically construct a
carefully chosen matrix from the input, and analyze its eigenvectors and eigenvalues to find solu-
tions [AKS98, GK01]. Notable examples of spectral algorithms include algorithms for problems
such as max cut [Tre09], graph partitioning [McS01], community detection in networks [Abb18],
graph sparsification [SS08], and fast linear equation solving [ST11], the latter of which has led to
the recent development of a near-linear time algorithm for maximum flow [CKL+22]. Spectral
algorithms are often used in average-case algorithm design, a setting where the input to the algo-
rithm is drawn from a (problem-specific) random distribution. This is because the randomness of
the input causes the matrix constructed by the algorithm to be random, and so one can analyze
the spectral properties of the matrix (and thereby prove correctness of the algorithm) by using
the toolkit of random matrix theory.

Spectral methods arise somewhat naturally in the context of graphs, as one can associate a
graph 𝐺 to its adjacency matrix or Laplacian matrix and analyze their eigenvectors/eigenvalues.
This makes such methods rather natural to employ when studying computational problems
involving graphs such as clique, or instances of arity 2 constraint satisfaction problems (CSPs)
such as 2-SAT or 2-XOR, which have an underlying graph structure. However, when studying a
more complex CSP such as 3-SAT (since 2-SAT is in P while 3-SAT is NP-complete), the natural
object that arises is a 3-uniform hypergraph, rather than a graph, and this makes designing spectral
algorithms for such problems comparatively more challenging. For example, one could attempt
to design an algorithm by naturally associating a 3-uniform hypergraph with a 3-tensor and
then computing its injective tensor norm, but this approach immediately runs into issues, as
computing (or even approximating!) the injective tensor norm is a notoriously challenging task
(see [Bha19]).

Nonetheless, spectral methods give very simple and beautiful algorithms for many problems.
However, eigenvectors and eigenvalues of matrices are notoriously brittle properties: small
perturbations to a matrix can change this structure quite substantially. As a result, many spectral
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algorithms, in particular algorithms for average-case variants of foundational computational
problems like 3-SAT or clique, are quite brittle as well. For the example, of, say, clique, the
classic spectral algorithm succeeds with high probability when given a graph drawn from the
Erdős-Rényi distribution 𝐺(𝑛, 1/2), but the algorithm will fail with high probability if one allows
an adversarial addition/deletion of 𝑂(𝑛) edges to the graph. One can interpret this brittleness as
showing that these algorithms are overfitting to the particular choice of input distribution (e.g.,
𝐺(𝑛, 1/2)) and thus fail to generalize to other input distributions, even those that are merely small
deviations from the initial choice of distribution that should intuitively not affect the behavior of
a “good” algorithm.

Contributions of this thesis. In this thesis, we present a new collection of spectral techniques
to solve algorithmic and combinatorial problems over hypergraphs. Our techniques give a general
method to bound the maximum, over 𝑥 ∈ {−1, 1}𝑛 , of a (problem-dependent) homogeneous
degree-𝑞 multilinear polynomial 𝑓 — a very general problem with many applications — by
analyzing the spectral norm of a family of appropriately chosen induced subgraphs (and related
variants) of weighted Cayley graphs on the hypercube {0, 1}𝑛 . The techniques that we introduce
are robust and allow us to obtain good bounds on max𝑥∈{−1,1}𝑛 𝑓 (𝑥) even for polynomials sampled
from semirandom or smoothed input distributions: distributions where the sampled polynomial 𝑓
has a significant amount of adversarial structure. This is unlike typical spectral methods, which
are usually brittle and ill-suited to give good bounds in these more adversarial settings.

In more detail, we map the natural 𝑞-tensor associated to the polynomial 𝑓 to a (hierarchy of)
matrices where the spectral norm of the ℓ -th level matrix in the hierarchy yields progressively
tighter upper bounds on max𝑥∈{−1,1}𝑛 𝑓 (𝑥) as ℓ increases. These matrices, first introduced in a
work of [WAM19] to design an algorithm for Gaussian tensor PCA, are called “Kikuchi matrices”
or the “Kikuchi hierarchy”, and hence we call our approach the Kikuchi matrix method.

In Chapter 2, we will give a technical overview of Kikuchi matrices and how to use them to
certify bounds on max𝑥∈{−1,1}𝑛 𝑓 (𝑥); in the course of this overview, we will demonstrate our basic
approach along with two key ideas, row bucketing and row pruning, that allow us to construct
spectral certificates that bound max𝑥∈{−1,1}𝑛 𝑓 (𝑥) even for polynomials 𝑓 that have significant
adversarial structure and correlated randomness. Next, in Chapter 3 we will formally define
notation and concepts that we will use in the thesis. The remainder of the thesis is divided up into
three parts, where we will discuss the results that we have shown thus far using our “Kikuchi
matrix method”. The results will be presented and organized as follows.

Part I: Algorithms for Semirandom and Smoothed Constraint Satisfaction Problems:

Chapter 5: Algorithms for strongly refuting semirandom and smoothed CSPs. This chapter
is based on [GKM22, Sections 4–7].

Chapter 6: Existence of short refutation witnesses for smoothed CSPs below the spectral
threshold. This chapter is based on [GKM22, Section 9].

Chapter 7: Efficient algorithms to solve semirandom planted CSPs. This chapter is based
on [GHKM23].

Part II: Extremal Girth vs. Density Trade-Offs for Hypergraphs:

Chapter 9: A proof of the hypergraph Moore bound. This chapter is based on [GKM22,
Section 8].
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Part III: Lower Bounds for Locally Decodable and Correctable Codes:

Chapter 11: A near-cubic lower bound for 3-query locally decodable codes. This chapter is
based on [AGKM23].

Chapter 12: Exponential lower bounds for 3-query locally correctable codes. This chapter is
based on [KM24a, KM24b].

Finally, in Part IV we discuss open problems and directions for future work.
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Chapter 2

An Overview of the Method and Key
Technical Ideas

In this chapter, we will give a brief overview of Kikuchi matrices and the related spectral methods
that we develop in this thesis. The problems that we will discuss here are specific instantiations
of the general task of algorithmically certifying a good bound on val( 𝑓 ) B max𝑥∈{−1,1}𝑛 𝑓 (𝑥),
where 𝑓 (𝑥) is a homogeneous degree-𝑞 multilinear polynomial 𝑓 in variables 𝑥1, . . . , 𝑥𝑛 , i.e.,
𝑓 (𝑥) = ∑

𝐶∈([𝑛]𝑞 ) 𝑏𝐶𝑥𝐶 , where 𝑏𝐶 ∈ R is a coefficient and 𝑥𝐶 is the monomial
∏

𝑖∈𝐶 𝑥𝑖 . More

formally, we will design an algorithm that is given as input such a polynomial 𝑓 , and then the
algorithm efficiently computes a real number alg-val( 𝑓 ) such that val( 𝑓 ) ≤ alg-val( 𝑓 ) always
holds. The goal is to argue that when 𝑓 is chosen from a (problem-specific) family of distributions,
the output alg-val( 𝑓 ) of the algorithm provides a meaningful bound on val( 𝑓 ). For the purpose
of this chapter, we will focus on the case when 𝑞 is even, i.e., the polynomial 𝑓 has even degree.
This case turns out to be, from a technical standpoint, substantially easier to handle.

Before we delve into the techniques, we will give some motivating examples and state the
theorems that we will prove in this chapter.

Example 2.0.1 (Random and Semirandom 𝑞-XOR). Let 𝐻 be an arbitrary 𝑞-uniform hypergraph
and let 𝑏𝐶 ∈ {−1, 1} for each 𝐶 ∈ 𝐻. We think of the collection (𝐻, {𝑏𝐶}𝐶∈𝐻) as specifying a
𝑞-XOR instance 𝜓 with 𝑛 variables and 𝑚 = |𝐻 | constraints, i.e., we associate each 𝐶 ∈ 𝐻 and
𝑏𝐶 ∈ {−1, 1} with the 𝑞-XOR constraint

∏
𝑖∈𝐶 𝑥𝑖 = 𝑏𝐶 . Setting 𝑓 (𝑥) = ∑

𝐶∈𝐻 𝑏𝐶𝑥𝐶 , we see that
for any assignment 𝑥 ∈ {−1, 1}𝑛 to the variables, 𝑓 (𝑥) simply computes the number of satisfied
constraints minus the number of violated constraints. Hence, val( 𝑓 ) = 𝑚 if and only if the
instance is satisfiable, and val( 𝑓 ) ≤ 𝜀𝑚 implies that at most 1

2 + 1
2𝜀 fraction of constraints can be

simultaneously satisfied.
A 𝑞-XOR instance is random if 𝐻 and the 𝑏𝐶 ’s are chosen at random, and it is semirandom if

𝐻 is arbitrary but the 𝑏𝐶 ’s are still chosen at random. The main technical contribution of Part I
of this thesis is an algorithm to certify a bound on val( 𝑓 )where 𝑓 is defined via a semirandom
𝑞-XOR instance. This is the task of refutation, or certifying unsatisfiability, as an algorithm that
outputs alg-val( 𝑓 ) such that (1) val( 𝑓 ) ≤ alg-val( 𝑓 ) holds for any 𝑓 , and (2) alg-val( 𝑓 ) ≤ 𝜀𝑚 with
high probability for, e.g., a random 𝑞-XOR polynomial 𝑓 , is an algorithm that refutes (certifies
unsatisfiability) of a random 𝑞-XOR instance with high probability. In fact, such an algorithm
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strongly refutes the random instance, as it shows that only 1
2 + 1

2𝜀 fraction of the constraints can be
satisfied simultaneously.

Refuting semirandom instances of XOR, or of any constraint satisfaction problem more
generally, and other related algorithmic tasks is the focus of Part I of this thesis. In this overview,
we will prove our result for refuting semirandom 𝑞-XOR instances, for the case when 𝑞 is even.
Theorem 2.0.2 (Refutation algorithm for semirandom 𝑞-XOR, even 𝑞). Let 𝑞 be even. For every
integer ℓ ≥ 𝑞/2, there is an algorithm𝒜 that takes as input a 𝑞-XOR polynomial 𝑓 (𝑥) = ∑

𝐶∈𝐻 𝑏𝐶𝑥𝐶 in
𝑛 variables 𝑥1, . . . , 𝑥𝑛 , specified by a 𝑞-uniform hypergraph 𝐻 with 𝑚 = |𝐻 | hyperedges and “right-hand
sides” 𝑏𝐶 ∈ {−1, 1}, and outputs in 𝑛𝑂(ℓ )-time a value alg-val( 𝑓 ) ∈ [−𝑚,𝑚] with the following two
properties:
(1) val( 𝑓 ) ≤ alg-val( 𝑓 ) for all 𝑞-XOR polynomials 𝑓 ;

(2a) If 𝑚 ≥ 𝑂
(

1
𝜀2

(
𝑛
ℓ

) 𝑞/2
ℓ log 𝑛

)
and the input polynomial 𝑓 is a random 𝑞-XOR polynomial, i.e., 𝐻 is

a random collection of 𝑚 hyperedges 𝐶 and each 𝑏𝐶 is chosen from {−1, 1} uniformly at random, then
with high probability over the draw of 𝐻 and the 𝑏𝐶 ’s, it holds that alg-val( 𝑓 ) ≤ 𝜀𝑚.

(2b) If 𝑚 ≥ 𝑂
(

1
𝜀2

(
𝑛
ℓ

) 𝑞/2
ℓ log 𝑛

)
and the input polynomial 𝑓 is a semirandom 𝑞-XOR polynomial, i.e.,

𝐻 is an arbitrary collection of 𝑚 hyperedges 𝐶 and each 𝑏𝐶 is chosen from {−1, 1} uniformly at
random, then with high probability over the draw of the 𝑏𝐶 ’s, it holds that alg-val( 𝑓 ) ≤ 𝜀𝑚.
We note that Item (2b) above subsumes Item (2a), as it handles a more general case (𝐻

is arbitrary rather than random). We have separated out Item (2a) because we will prove
Theorem 2.0.2 in two stages; we will first prove Item (2a), before generalizing the proof to handle
Item (2b).

Example 2.0.3 (Locally Decodable Codes). A (𝑞, 𝛿, 𝜀)-locally decodable code (LDC) 𝒞 : {−1, 1}𝑘 →
{−1, 1}𝑛 is equivalent (Fact 3.3.3) to a collection of 𝑞-uniform hypergraph matchings 𝐻1, . . . ,𝐻𝑘 ,1

each of size 𝛿𝑛, such that for any choice of 𝑏 ∈ {−1, 1}𝑘 , the polynomial 𝑓𝑏(𝑥) B
∑𝑘
𝑖=1

∑
𝐶∈𝐻𝑖 𝑏𝑖𝑥𝐶

has value val( 𝑓𝑏) ≥ 𝜀𝑚, where 𝑚 =
∑𝑘
𝑖=1 |𝐻𝑖 | = 𝑘𝛿𝑛. Thus, for a particular choice of 𝑛 as a function

of 𝑘, 𝑞, 𝛿, and 𝜀, to show that no such locally decodable code exists, i.e., to prove a lower bound, it
suffices to argue that val( 𝑓𝑏) < 𝜀𝑚 with high probability when 𝑏 ← {−1, 1}𝑘 is chosen at random.

The application of our method to proving lower bounds for locally decodable codes and the
related stronger notion of locally correctable codes (LCCs) is the focus of Part III of this thesis. In
this overview, we will give a proof of the following lower bounds for (𝑞, 𝛿, 𝜀)-LDCs. We remark
that, prior to this thesis, these were the best known lower bounds for LDCs (or LCCs).
Theorem 2.0.4. Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be a code that is (𝑞, 𝛿, 𝜀)-locally decodable, for constant
𝑞 ≥ 2. Then, the following hold:
(1) If 𝑞 is even, 𝑘 ≤ 𝑛1−2/𝑞𝑂(log 𝑛)/(𝜀4𝛿2), and
(2) If 𝑞 is odd, 𝑘 ≤ 𝑛1−2/(𝑞+1)𝑂(log 𝑛)/(𝜀4𝛿2).

Examples 2.0.1 and 2.0.3 have been chosen to showcase the core technical contributions of this
thesis: the basic approach of our method along with two key ideas, row bucketing/reweighting and
row pruning. We will start by explaining the basic approach of our method in Section 2.1, where we
use it to give a simple algorithm to refute random 𝑞-XOR instances (Item (2a) of Theorem 2.0.2).
Then, in Section 2.2 we will give an algorithm to refute semirandom 𝑞-XOR instances (Item (2b) of

1A hypergraph 𝐻𝑖 is a matching if its constituent hyperedges are disjoint.
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Theorem 2.0.2). Compared to the case of random 𝑞-XOR, the new challenge is that a semirandom
instance has a worst-case hypergraph 𝐻, and overcoming this challenge requires a new technical
idea: row bucketing/reweighting. Finally, in Section 2.3 we will prove Theorem 2.0.4. Compared to
the two previous cases, the new challenge posed by Theorem 2.0.4 is that the coefficients 𝑏𝐶 of
the polynomial 𝑓 from an LDC instance are not independent, and handling this issue will require
a different key technical idea: row pruning.

2.1 The main approach and Kikuchi matrices for even 𝑞

The high-level idea of our approach is to bound val( 𝑓 ) by first expressing the polynomial 𝑓 as a
quadratic form on a matrix 𝐴 𝑓 , and then using the spectral norm ∥𝐴 𝑓 ∥2 to bound the maximum
quadratic form on 𝐴 𝑓 . As one can compute ∥𝐴 𝑓 ∥2 in poly(𝑁) time, where 𝑁 is the size of the
matrix 𝐴 𝑓 , this will yield an algorithm to bound val( 𝑓 ), e.g., as required in Theorem 2.0.2. For
technical reasons, such a matrix is substantially easier to define and analyze when 𝑞 is even, so
we shall restrict ourselves to this case in this overview for simplicity.

The way we shall express 𝑓 as a matrix 𝐴 𝑓 is as follows. For every monomial 𝑥𝐶 B
∏

𝑖∈𝐶 𝑥𝑖 ,
we “lift” it to a matrix 𝐴𝐶 ∈ R𝑁×𝑁 such that for each assignment 𝑥 ∈ {−1, 1}𝑛 , there is a vector
𝑥⊙ℓ ∈ {−1, 1}𝑁 where (𝑥⊙ℓ )⊤𝐴𝐶𝑥⊙ℓ = 𝐷𝑥𝐶 , for some positive integer 𝐷. If we have such a
collection of matrices 𝐴𝐶 , then we can clearly associate 𝑓 =

∑
𝐶 𝑏𝐶𝑥𝐶 to the matrix 𝐴 𝑓 =

∑
𝐶 𝑏𝐶𝐴𝐶 .

We then have 𝐷 𝑓 (𝑥) = (𝑥⊙ℓ )⊤𝐴 𝑓 𝑥
⊙ℓ for all 𝑥 ∈ {−1, 1}𝑛 and therefore 𝐷 val( 𝑓 ) = 𝐷 𝑓 (𝑥∗) ≤

∥𝑥∗⊙ℓ ∥22∥𝐴 𝑓 ∥2 = 𝑁 ∥𝐴 𝑓 ∥2, where 𝑥∗ is a maximizer.
The matrices 𝐴𝐶 are Kikuchi matrices, first introduced in the work of [WAM19].

Definition 2.1.1 (Kikuchi matrices for even 𝑞). Let 𝐶 ⊆ [𝑛] be a set of size 𝑞, where 𝑞 is even, and
let ℓ ≥ 𝑞/2 be an integer. We define the matrix 𝐴𝐶 ∈ R𝑁×𝑁 as follows. Let 𝑁 =

(𝑛
ℓ

)
and identify

𝑁 with subsets 𝑆 ⊆ [𝑛] of size exactly ℓ . We let 𝐴𝐶(𝑆,𝑇) = 1 if 𝑆 ⊕ 𝑇 = 𝐶 and 0 otherwise, where
𝑆 ⊕ 𝑇 denotes the symmetric difference of 𝑆 and 𝑇, i.e., 𝑆 ⊕ 𝑇 B (𝑆 ∪𝑇) \ (𝑆 ∩𝑇).

The integer ℓ in Definition 2.1.1 is a parameter that dictates the size of the matrix. A larger
choice of ℓ yields a larger matrix, and hence a slower algorithm (as computing ∥𝐴 𝑓 ∥2 is poly(𝑁)
time, where 𝑁 is the size of the matrix), but as ℓ grows the spectral norm ∥𝐴 𝑓 ∥2 yields a tighter
bound on val( 𝑓 ) (as implicitly indicated in Theorem 2.0.2).

The matrices defined in Definition 2.1.1 have the following properties.
Proposition 2.1.2. Let 𝐶 ⊆ [𝑛] be a set of size 𝑞, where 𝑞 is even, let ℓ ≥ 𝑞/2 be an integer, and let 𝐴𝐶 be
defined as in Definition 2.1.1. Then, the following hold:

1. 𝐴𝐶 has at most one nonzero entry per row or column, and has exactly 𝐷 =
( 𝑞

𝑞/2
) ( 𝑛−𝑞
ℓ−𝑞/2

)
nonzero

entries;
2. For any 𝑥 ∈ {−1, 1}𝑛 , let 𝑥⊙ℓ ∈ {−1, 1}𝑁 be the vector where the 𝑆-th entry is 𝑥⊙ℓ

𝑆
=

∏
𝑖∈𝑆 𝑥𝑖 .

Then, (𝑥⊙ℓ )⊤𝐴𝐶𝑥⊙ℓ = 𝐷𝑥𝐶 .

Proof. The fact that 𝐴𝐶 has at most one nonzero entry per row or column follows because for a
fixed 𝐶 and a fixed choice of the row 𝑆, 𝐴𝐶(𝑆,𝑇) is nonzero if and only if 𝑆 ⊕ 𝐶 has size exactly ℓ .
One can compute the number of nonzero entries by observing that a pair (𝑆,𝑇) satisfies 𝑆 ⊕ 𝑇 = 𝐶

if and only if 𝑆 and 𝑇 each contain disjoint halves of equal size of the set 𝐶, along with some
shared set 𝑅 of size exactly ℓ − 𝑞/2. There are

( 𝑞

𝑞/2
)

ways to split 𝐶 into disjoint halves, followed

by
( 𝑛−𝑞
ℓ−𝑞/2

)
ways to choose the set 𝑅 ⊆ [𝑛] \ 𝐶, which gives us the number of nonzero entries 𝐷.
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Figure 2.1: A part of the graph from the “basic spectral relaxation” when 𝑞 = 4, or equivalently a
Kikuchi graph with ℓ = 𝑞/2 = 2. The vertices 𝑆 of the graph are in green, and the hyperedges 𝐶
are in blue.

Notice that here we crucially need that 𝑞 is even so that we can divide the set 𝐶 into two halves
of equal size.

To prove Item (2), we observe that

(𝑥⊙ℓ )⊤𝐴𝐶𝑥⊙ℓ =
∑

(𝑆,𝑇):𝑆⊕𝑇=𝐶
𝑥𝑆𝑥𝑇 =

∑
(𝑆,𝑇):𝑆⊕𝑇=𝐶

∏
𝑖∈𝑆∩𝑇

𝑥2
𝑖

∏
𝑖∈𝑆⊕𝑇

𝑥𝑖 =
∑

(𝑆,𝑇):𝑆⊕𝑇=𝐶
𝑥𝐶 = 𝐷𝑥𝐶 ,

where we use that 𝑥2
𝑖
= 1 since 𝑥 ∈ {−1, 1}𝑛 . □

With Proposition 2.1.2 in hand, we have thus shown that for 𝐴 𝑓 B
∑
𝐶∈𝐻 𝑏𝐶𝐴𝐶 , it holds that

𝐷 val( 𝑓 ) ≤ 𝑁 ∥𝐴 𝑓 ∥2, and so if we set alg-val( 𝑓 ) B ∥𝐴 𝑓 ∥2 ·𝑁/𝐷, then val( 𝑓 ) ≤ alg-val( 𝑓 ) holds for
all 𝑓 . Hence, to prove, e.g., Item (2a) in Theorem 2.0.2, it suffices to argue that ∥𝐴 𝑓 ∥2 ≤ 𝜀𝑚𝐷/𝑁
with high probability when the hypergraph 𝐻 is random, the 𝑏𝐶 ’s are chosen independently from

{−1, 1}, and 𝑚 ≥ 𝑂
(

1
𝜀2

(
𝑛
ℓ

) 𝑞/2
ℓ log 𝑛

)
.

Before we prove Item (2a) in Theorem 2.0.2, we give two interpretations of the Kikuchi
matrices defined in Definition 2.1.1.

Kikuchi matrices as generalizations of the “basic spectral relaxation”. Definition 2.1.1 arises
naturally from the viewpoint of trying to “lift” a polynomial 𝑓 to a quadratic form on a matrix 𝐴 𝑓 .
The setting of ℓ = 𝑞/2 corresponds to the well-studied setting of the “basic” spectral relaxation:
the matrix 𝐴𝐶 is indexed by sets 𝑆 and 𝑇 of size 𝑞/2, and we have 𝐴𝐶(𝑆,𝑇) = 1 if and only if
𝑆 ∪ 𝑇 = 𝐶. When ℓ = 𝑞/2, this matrix is a flattening of the natural 𝑞-tensor associated to the
polynomial 𝑓 . The Kikuchi matrices in Definition 2.1.1 give a generalization of this basic matrix to
larger and larger matrices, with the hope (that we will prove!) that the larger matrices will yield
tighter bounds on val( 𝑓 ). A rather interesting observation is that when ℓ > 𝑞/2, the matrix 𝐴𝐶 is
not a flattening of the natural 𝑞-tensor of the monomial 𝑥𝐶 . This viewpoint can be thought of as a
“bottom-up” approach, where we view the Kikuchi matrices at level ℓ as a natural generalization
of the “basic” matrix at level 𝑞/2.

Kikuchi matrices as induced subgraphs of Cayley graphs. Definition 2.1.1 arises naturally
from the perspective of Cayley graphs on the hypercube. Given a polynomial 𝑓 =

∑
𝐶∈𝐻 𝑏𝐶𝑥𝐶 ,
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Figure 2.2: A part of the full Cayley graph when 𝑞 = 4. The vertices 𝑆 of the graph are in green,
and the hyperedges 𝐶 are in blue. In a Cayley graph, any pair 𝐶1,𝐶2 of hyperedges (generators)
along with a vertex 𝑆 forms a 4-cycle.

one can associate 𝑓 to a (weighted) Cayley graph on the hypercube {0, 1}𝑛 as follows. The Cayley
graph has vertices {0, 1}𝑛 , with the group operation being addition over F𝑛

2 , and the generators
are given by the hypergraph 𝐻, i.e., for each 𝐶 ∈ 𝐻 we identify 𝐶 with its corresponding weight
𝑞 indicator vector in {0, 1}𝑛 . Equivalently, we can identify the vertices of the graph with subsets
𝑆 ⊆ [𝑛] (of any size), and we put an edge (𝑆,𝑇)with edge weight 𝑏𝐶 if 𝑆 ⊕𝑇 = 𝐶. Let 𝐵 denote the
adjacency matrix of this Cayley graph, i.e., 𝐵 is a 2𝑛 × 2𝑛 matrix where 𝐵(𝑆,𝑇) = 𝑏𝐶 if 𝑆 ⊕ 𝑇 = 𝐶

for some 𝐶 ∈ 𝐻, and otherwise 𝐵(𝑆,𝑇) = 0.
A well-known fact about Cayley graphs over the hypercube is that the eigenvectors of 𝐵 are

the character functions. Namely, for each 𝑥 ∈ {−1, 1}𝑛 , the vector 𝜒(𝑥) ∈ {−1, 1}2𝑛 , defined as
𝜒(𝑥)
𝑆

=
∏

𝑖∈𝑆 𝑥𝑖 for each 𝑆 ⊆ [𝑛], is an eigenvector of 𝐵, and one can compute that its corresponding
eigenvalue 𝜆𝑥 is simply 𝑓 (𝑥). Thus, ∥𝐵∥2 = max𝑥∈{−1,1}𝑛 𝑓 (𝑥). The problem is that for, e.g., the
case of algorithms as in Theorem 2.0.2, computing ∥𝐵∥2 requires 2𝑂(𝑛) time, as 𝐵 is a very large
matrix, and this is no better than simply computing 𝑓 (𝑥) for all 𝑥 ∈ {−1, 1}𝑛 via brute force.

A rather naive way to lower the size of the matrix (and thereby lower the runtime) is to
simply take an induced subgraph of the full Cayley graph. Indeed, the Kikuchi matrices in
Definition 2.1.1 are obtained by restricting the matrix 𝐵 to the set of vertices {𝑆 : |𝑆 | = ℓ }. When
taking induced subgraphs, there are two potential problems that can arise. The first issue is that
the induced subgraph may have no edges in it at all, as it is the induced subgraph is on a very
small fraction of all 2𝑛 vertices! In fact, this is precisely the issue that arises in the case when 𝑞
is odd in Definition 2.1.1. The second issue is that the induced subgraph is no longer a Cayley
graph, and in particular it will not have the same nice eigenvector/eigenvalue structure that is
present in the matrix 𝐵. Thus, it might be the case that the spectral norm of the matrix from the
induced subgraph no longer provides an upper bound on val( 𝑓 ). When 𝑞 is odd, this is trivially
the case as the induced subgraph has no edges. (Note that the spectral norm of the induced
subgraph is a lower bound on ∥𝐵∥2, the spectral norm of the full Cayley graph.) However, as we
observed in Proposition 2.1.2, when 𝑞 is even, neither of these two issues arise.

In contrast to the “bottom-up” viewpoint discussed previously, this viewpoint can be thought
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Figure 2.3: A part of the Kikuchi graph at level ℓ = 6 when 𝑞 = 4. The vertices 𝑆 of the graph
are in green, and the hyperedges 𝐶 are in blue. Unlike in a Cayley graph, any pair 𝐶1,𝐶2 of
hyperedges (generators) along with a vertex 𝑆 need not form a 4-cycle in the Kikuchi graph.

of as a “top-down” approach, where we view the Kikuchi matrices at level ℓ as a restriction of the
“full” matrix at level 𝑛.

One may be wondering why we have defined Kikuchi matrices as the induced subgraph on
subsets of size exactly ℓ rather than sets ≤ ℓ , as one could easily do the latter without substantially
increasing the size of the matrix. It turns out that defining the matrix using all sets of size ≤ ℓ
does not result in any major differences when 𝑞 is even,2 as the contribution from the sets of size
ℓ will be the dominant term in the spectral norm, so the matrix with sets of size ≤ ℓ is essentially
“no better” than the matrix with sets of size exactly ℓ as defined in Definition 2.1.1.

With this Cayley graph viewpoint, we can view Kikuchi matrices as a way to transform a
𝑞-uniform hypergraph 𝐻 to a (family of) graphs, one for each choice of the parameter ℓ . An
important fact is that a cycle (or even cover) in the hypergraph 𝐻 — a collection of distinct
hyperedges 𝐶1, . . . ,𝐶𝑟 such that 𝐶1 ⊕ · · · ⊕ 𝐶𝑟 = ∅— gives a cycle in the Cayley graph: simply
take any vertex 𝑆 and use the edges from the generators 𝐶1, . . . ,𝐶𝑟 . Moreover, any cycle in the
Cayley graph corresponds to a collection of (possibly not distinct) hyperedges 𝐶1, . . . ,𝐶𝑟 that
form a cycle. This key observation forms the start of the proof of the hypergraph Moore bound in
Part II, where we use Kikuchi graphs to show the existence of short cycles in sufficiently dense
hypergraphs.

Refuting random 𝑞-XOR for 𝑞 even. Let us now prove Item (2a) in Theorem 2.0.2. The
analysis presented here is due to [WAM19], the original work that introduced the Kikuchi
matrices in Definition 2.1.1. We are given as input a random 𝑞-uniform hypergraph 𝐻 with 𝑚 ≥
𝑂

(
1
𝜀2

(
𝑛
ℓ

) 𝑞/2
ℓ · log 𝑛

)
hyperedges with “right-hand sides” 𝑏𝐶 ∈ {−1, 1} chosen independently for

each 𝐶 ∈ 𝐻. As stated earlier, our goal is to argue that ∥𝐴∥2 ≤ 𝜀𝑚𝐷/𝑁 , where 𝐴 =
∑
𝐶∈𝐻 𝑏𝐶𝐴𝐶

2When 𝑞 is odd, this is a major difference; the Kikuchi matrix with sets of size ℓ is identically 0 whereas the Kikuchi
matrix with sets of size ≤ ℓ is not and can be used to bound val( 𝑓 ). However, this matrix achieves, e.g., in the setting

of Theorem 2.0.2, a suboptimal bound of 𝑚 ≳ 1
𝜀2

(
𝑛
ℓ

) ⌈𝑞/2⌉
ℓ log 𝑛.
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and the matrices 𝐴𝐶 are defined in Definition 2.1.1. Because the 𝑏𝐶 ’s are independent and
random, the matrix 𝐴 is the sum of mean 0 independent random matrices. Thus, by Matrix
Khintchine (Fact 3.4.2), it follows that with high probability, we have ∥𝐴∥2 ≤ 𝑂(𝜎

√
ℓ log 𝑛), where

𝜎2 = ∥∑𝐶∈𝐻 𝐴
2
𝐶
∥2. So, it remains to compute 𝜎2.

Because each 𝐴𝐶 has at most 1 nonzero entry per row/column (Proposition 2.1.2), it follows
that 𝐴2

𝐶
is a diagonal matrix. In fact, Υ =

∑
𝐶∈𝐻 𝐴

2
𝐶

is a diagonal matrix where the 𝑆-th diagonal
entry is Υ𝑆 B {𝐶 ∈ 𝐻 : |𝑆 ∩ 𝐶 | = 𝑞/2}, as the 𝑆-th row of 𝐴𝐶 has a nonzero entry if and only if
|𝑆 ∩ 𝐶 | = 𝑞/2. We note that by Proposition 2.1.2,

∑
𝑆 Υ𝑆 = 𝑚𝐷, as

∑
𝑆 Υ𝑆 is equal to the number of

nonzero entries in all the 𝐴𝐶 ’s, and there are 𝑚 choices of 𝐶 with each 𝐴𝐶 contributing 𝐷 nonzero
entries. The average is simply 𝑚𝐷/𝑁 where 𝑁 =

(𝑛
ℓ

)
is the size of the matrices 𝐴𝐶 . Now, because

the hypergraph 𝐻 is random, it holds that with high probability over 𝑆, max𝑆 Υ𝑆 ≤ 𝑂(𝑚𝐷/𝑁). With
this fact,3 we can now finish the proof.

Indeed, by Matrix Khintchine (Fact 3.4.2), we have shown that with high probability over 𝐻
and the 𝑏𝐶 ’s, it holds that

∥𝐴∥2 ≤ 𝑂
(√

𝑚𝐷ℓ log 𝑛
𝑁

)
≤ 𝜀𝑚𝐷/𝑁 ,

where the last inequality follows by (1) standard binomial coefficient estimates (Fact 3.6.1) to

show that 𝐷/𝑁 ∼
(
ℓ
𝑛

) 𝑞/2
, and (2) using that 𝑚 ≥ 𝑂

(
1
𝜀2

(
𝑛
ℓ

) 𝑞/2
ℓ · log 𝑛

)
. This finishes the proof of

Item (2a) in Theorem 2.0.2, i.e., the case of random 𝑞-XOR.

Summary: Method Overview

(1) For each monomial 𝑥𝐶 B
∏

𝑖∈𝐶 𝑥𝑖 where |𝐶 | = 𝑞, we define a matrix 𝐴𝐶 ∈ R𝑁×𝑁 , where
𝑁 =

(𝑛
ℓ

)
, and 𝐴𝐶(𝑆,𝑇) = 1 if 𝑆 ⊕ 𝑇 = 𝐶 and 0 otherwise. The parameter ℓ controls the size

of the matrix, and the matrix satisfies

𝑥⊙ℓ
⊤
𝐴𝐶𝑥

⊙ℓ = 𝐷𝑥𝐶

for any 𝑥 ∈ {−1, 1}𝑛 , where (𝑥⊙ℓ )𝑆 =
∏

𝑖∈𝑆 𝑥𝑖 and 𝐷 =
( 𝑞

𝑞/2
) ( 𝑛−𝑞
ℓ−𝑞/2

)
.

(2) We associate a degree-𝑞 multilinear polynomial 𝑓 (𝑥) = ∑
𝐶:|𝐶 |=𝑞 𝑏𝐶𝑥𝐶 to the matrix 𝐴 𝑓 =∑

𝐶:|𝐶 |=𝑞 𝑏𝐶𝑥𝐶 . For every 𝑥 ∈ {−1, 1}𝑛 , the matrix satisfies

𝑥⊙ℓ
⊤
𝐴 𝑓 𝑥

⊙ℓ = 𝐷 𝑓 (𝑥) .

In particular, val( 𝑓 ) = max𝑥∈{−1,1}𝑛 𝑓 (𝑥) ≤ 𝑁
𝐷 ∥𝐴 𝑓 ∥2 ≲

(
𝑛
ℓ

) 𝑞/2 ∥𝐴 𝑓 ∥2.

2.2 Handling arbitrary hypergraphs with row bucketing

In this section, we will prove Item (2b) in Theorem 2.0.2, i.e., we will give an algorithm to refute
semirandom instances of even-arity 𝑞-XOR. Compared to the case of random 𝑞-XOR with even 𝑞

3We will not prove this fact here, although it follows from a simple Chernoff bound (see [WAM19, Section F.1.4]).
In any case, the statement proven (Item (2a) in Theorem 2.0.2) will be subsumed by Section 2.2.
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handled in Section 2.1, the key challenge (and indeed, the only difference) is that we now allow
the hypergraph 𝐻 to be arbitrary. The purpose of this section is to explain the key idea, row
bucketing/row reweighting,4 that we use to handle this challenge.

More formally, a semirandom 𝑞-XOR instance 𝑓 is represented as an arbitrary 𝑞-uniform
hypergraph 𝐻 with random right-hand sides 𝑏𝐶 ∈ {−1, 1} for each 𝐶 ∈ 𝐻. Our goal is to give,
for any ℓ , an 𝑛𝑂(ℓ )-time algorithm that will certify that val( 𝑓 ) ≤ 1

2 + 1
2𝜀𝑚 where 𝑚 = |𝐻 | is the

number of constraints, provided that 𝑚 ≥ 𝑂((𝑛/ℓ )𝑞/2ℓ log 𝑛/𝜀2).
Let us now conduct a post-mortem of the proof in Section 2.1 of Item (2a) in Theorem 2.0.2

to see where we used the randomness of the hypergraph 𝐻. Even after fixing 𝐻, the 𝐴𝐶 ’s
are independent random matrices, with all the randomness coming from the 𝑏𝐶 ’s. Thus, we
can still apply the Matrix Khintchine inequality to obtain the same bound on ∥𝐴∥2. The only
point in the proof where we used the randomness of the hypergraph 𝐻 was to establish that
Υ𝑆 = 𝑂(𝑚𝐷/𝑁) = 𝑂(ℓ log 𝑛) for every 𝑆. So, the proof in Section 2.1 immediately extends to
semirandom instances where the instance hypergraph 𝐻 is such that Υ𝑆 = 𝑂(𝑚𝐷/𝑁) for every 𝑆.

This bound is delicate: when Υ𝑆 = Ω(ℓ 2), we obtain no non-trivial refutation guarantee and
even Υ𝑆 ∼ ℓ 1.1 results in a suboptimal trade-off. On the other hand, in arbitrary 𝐻, Υ𝑆 can be as
large as 𝑚 (but no larger). Further, this is a “real” issue and not an artifact of a potentially loose
spectral norm bound from the Matrix Khintchine inequality: when Υ𝑆 is large, so is the spectral
norm of 𝐴.

Key observation: only sparse vectors cause large quadratic forms. The key observation is
that even though Υ𝑆 can be large, making ∥𝐴∥2 large, the “offending” large quadratic forms
are induced only by “sparse” vectors, i.e., vectors where the ℓ2-norm is contributed by a small
fraction of the coordinates. On the other hand, we only care about upper bounding quadratic
forms of 𝐴 on vectors 𝑥⊙ℓ for some 𝑥 ∈ {−1, 1}𝑛 , in particular, on vectors where all coordinates
are ±1 and are thus are maximally “non-sparse” or “flat”. More formally, in order to certify a
bound on val( 𝑓 ), it suffices for us to bound ∥𝐴∥∞→1, rather than ∥𝐴∥2.

Row bucketing. We can formalize this observation via row bucketing. Let 𝑑0 = 𝑚𝐷/𝑁 ∼
𝑚 · (ℓ/𝑛)𝑞/2 be the average value of Υ𝑆. Let us partition the row indices in 𝑁 =

(𝑛
ℓ

)
into multi-

plicatively close buckets ℱ0,ℱ1, · · · ,ℱ𝑡 so that for each 𝑖 ≥ 1,

ℱ𝑖 =
{
𝑆 | 2𝑖−1𝑑0 < Υ𝑆 ≤ 2𝑖𝑑0

}
.

and ℱ0 = {𝑆 | Υ𝑆 ≤ 𝑑0}. Then, since Υ𝑆 ≤ 𝑚 and 𝑑0 ≥ 1 (as 𝑚 ≥ 𝑂((𝑛/ℓ )𝑞/2 · ℓ log 𝑛)), we can take
𝑡 ≤ log2 𝑚. Further, by Markov’s inequality, |ℱ𝑖 | ≤ 2−𝑖

(𝑛
ℓ

)
= 2−𝑖𝑁 . For each 𝑖, 𝑗 ≤ 𝑡, let 𝐴𝑖,𝑗 be the

matrix obtained by zeroing out all rows not in ℱ𝑖 and all columns not in ℱ𝑗 from the Kikuchi
matrix 𝐴. Then, 𝐴 =

∑
0≤𝑖,𝑗≤𝑡 𝐴𝑖,𝑗 .

The key observation is the following: while 𝐴𝑖,𝑗 has nonzero rows and columns where Υ𝑆 is
larger by a 2𝑖 (2𝑗 , respectively) factor than the average, we are compensated for this by a reduction
in the number of nonzero rows and columns.

Let 𝑦 ∈ R𝑁 be any vector with entries in {−1, 1}𝑁 , and let 𝑦ℱ𝑖 be the vector obtained by
zeroing out all coordinates of 𝑦 that are not indexed by elements of ℱ𝑖 . Then, by Cauchy-Schwarz,

4Row reweighting, introduced in the work of [HKM23], is a refined version of the row bucketing method
of [GKM22].
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we must have:

max
𝑦∈{−1,1}𝑁

𝑦⊤𝐴𝑖,𝑗𝑦 = max
𝑦∈{−1,1}𝑁

(𝑦ℱ𝑖 )⊤𝐴𝑖,𝑗(𝑦ℱ𝑗 ) ≤
√
|ℱ𝑖 | |ℱ𝑗 | ·

𝐴𝑖,𝑗2 .

We apply the Matrix Khintchine inequality in a similar manner to the previous analysis. The
“variance” term grows by a factor of max(2𝑖 , 2𝑗) over the bound of 𝑚𝐷/𝑁 obtained for the random
case. As a result, the spectral norm of 𝐴𝑖,𝑗 is higher by a factor of max(2𝑖/2, 2𝑗/2). On the other
hand, the effective ℓ2-norm of the vector drops by 2−(𝑖+𝑗)/2. The trade-off “breaks in our favor”
and the dominating term in the bound is 𝐴0,0, whose spectral norm is on the same order as the
spectral norm of the 𝐴 in the case of the previous random 𝑞-XOR analysis!

More formally, we have that with high probability over the draw of the 𝑏𝐶 ’s, it holds that

max
𝑦∈{−1,1}𝑁

𝑦⊤
∑

0≤𝑖,𝑗≤𝑡
𝐴𝑖,𝑗𝑦 ≤

∑
0≤𝑖,𝑗≤𝑡

√
|ℱ𝑖 | |ℱ𝑗 | ·

𝐴𝑖,𝑗2 ≤
∑

0≤𝑖,𝑗≤𝑡
𝑁 · 2−(𝑖+𝑗)/2 ·𝑂 ©«

√
2max(𝑖,𝑗)𝑚𝐷ℓ log 𝑛

𝑁

ª®¬
≤ 𝑁 ·𝑂

(√
𝑚𝐷ℓ log 𝑛

𝑁

) ∑
0≤𝑖,𝑗≤𝑡

2−(𝑖+𝑗)/2 · 2max(𝑖,𝑗)/2 = 𝑁 ·𝑂
(√

𝑚𝐷ℓ log 𝑛
𝑁

)
𝑡∑
𝑖=0

𝑖∑
𝑗=0

2−𝑗/2

≤ 𝑁 ·𝑂
(√

𝑚𝐷ℓ log 𝑛
𝑁

)
·𝑂(log 𝑛) ,

where we use that 𝑡 ≤ 𝑂(log𝑚) ≤ 𝑂(log 𝑛). Thus, the latter quantity is ≤ 𝜀𝐷 provided that
𝑚 ≥ 𝑂((𝑛/ℓ )𝑞/2ℓ log3 𝑛/𝜀2). Note that this is a log2 𝑛 factor higher than the threshold in Item (2b)
in Theorem 2.0.2.

Row reweighting. This row bucketing analysis loses this extra log2 𝑛 factor because it uses “hard
cut-offs” to determine the buckets. A slicker analysis, due to [HKM23], instead uses the following
row reweighting strategy, which one can view as a smoother version of the row bucketing analysis.
Let 𝑊 be the diagonal matrix with 𝑆-th entry 𝑊𝑆 = Υ𝑆 +𝑚𝐷/𝑁 , i.e., it is Υ𝑆 plus the average
of the Υ𝑆’s, and we now consider the matrix �̃� =𝑊−1/2𝐴𝑊−1/2. When we use �̃�, there are two
immediate issues to resolve. First, we need to relate val( 𝑓 ) and ∥�̃�∥2, and second, we need to
bound ∥�̃�∥2.

To handle the first issue, we observe that for any 𝑥 ∈ {−1, 1}𝑛 , letting 𝑦 = 𝑥⊙ℓ , we have that

𝑓 (𝑥) = 1
𝑚𝐷

𝑦⊤𝐴𝑦 =
1
𝑚𝐷
(𝑊1/2𝑦)⊤�̃�(𝑊1/2𝑦) ≤ 1

𝑚𝐷
∥�̃�∥2 · ∥𝑊1/2𝑦∥22 (2.1)

=
1
𝑚𝐷
∥�̃�∥2 · tr(𝑊) =

1
𝑚𝐷
∥�̃�∥2 · 2𝑚𝐷 = 2∥�̃�∥2 . (2.2)

Here, the bound ∥𝑊1/2𝑦∥22 ≤ tr(𝑊) uses that 𝑊 is diagonal and that 𝑦 ∈ {−1, 1}𝑁 .
It thus remains to bound ∥�̃�∥, which we will do using Matrix Khintchine (Fact 3.4.2). To do

this, we need to compute the variance term, which is ∥E[�̃�2]∥. We have

E[�̃�2] =
∑
𝐶∈𝐻

𝑊−1/2𝐴𝐶𝑊
−1𝐴𝐶𝑊

−1/2 .

Recall that, as we observed in Section 2.1, for a fixed 𝐶 ∈ 𝐻, the matrix 𝐴𝐶 has at most one
nonzero entry per row/column. Because 𝑊 is diagonal, this implies that 𝑊−1/2𝐴𝐶𝑊−1𝐴𝐶𝑊

−1/2
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is a diagonal matrix as well, and so E[�̃�2] is diagonal. Furthermore, the 𝑆-th diagonal entry of
E[�̃�2] is

1√
𝑊𝑆

( ∑
𝑇 :𝑆⊕𝑇∈𝐻

𝐴𝐶(𝑆,𝑇) 1
𝑊𝑇

𝐴𝐶(𝑇, 𝑆)
)

1√
𝑊𝑆

=
1
𝑊𝑆

∑
𝑇 :𝑆⊕𝑇∈𝐻

1
𝑊𝑇

=
1

Υ𝑆 + 𝑚𝐷
𝑁

∑
𝑇 :𝑆⊕𝑇∈𝐻

1

Υ𝑇 + 𝑚𝐷
𝑁

≤ 1
Υ𝑆

∑
𝑇 :𝑆⊕𝑇∈𝐻

𝑁

𝑚𝐷
≤ 𝑁

𝑚𝐷
,

where the last inequality uses that for a fixed 𝑆, the number of 𝑇 where 𝑆 ⊕ 𝑇 ∈ 𝐻 is exactly Υ𝑆.
By applying Fact 3.4.2, we thus conclude that with probability 1− 𝑜(1) over the draw of the

𝑏𝐶 ’s, it holds that ∥�̃�∥2 ≤ 𝑂(
√

𝑁
𝑚𝐷 · ℓ log 𝑛). Thus,

max
𝑥∈{−1,1}𝑛

𝑓 (𝑥) ≤ 2∥�̃�∥2 ≤ 𝑂
(√

𝑁ℓ log 𝑛
𝑚𝐷

)
.

Using that 𝐷/𝑁 ∼ (ℓ/𝑛)𝑞/2 (Fact 3.6.1), it follows that the right-hand side above is ≤ 𝜀 when
𝑚 ≥ 𝑂((𝑛/ℓ )𝑞/2ℓ log 𝑛/𝜀2), which finishes the proof.

Summary: Row Bucketing/Reweighting

(1) When 𝐻 is arbitrary (the semirandom case), ∥𝐴∥2 might no longer provide a good bound
on val( 𝑓 ) because Υ𝑆 = |{𝐶 ∈ 𝐻 : |𝑆 ∩ 𝐶 | = 𝑞/2}| may be much larger than the average
value for some 𝑆, and this quantity controls the variance of ∥𝐴∥2.

(2) However, val( 𝑓 ) is controlled by quadratic forms 𝑦⊤𝐴𝑦 for Boolean vectors 𝑦 ∈ {−1, 1}𝑁 ,
whereas the “bad” quadratic forms that make ∥𝐴∥2 large come from sparse vectors. In
other words, it suffices to bound ∥𝐴∥∞→1 instead of ∥𝐴∥2.

(3) We can bound ∥𝐴∥∞→1 by either the row bucketing strategy or the “smoother” row
reweighting strategy of [HKM23]. Both approaches use that Boolean vectors 𝑦 ∈ {−1, 1}𝑁
are “spread” to handle the issue that the variance term Υ𝑆 might be very large for some
𝑆’s.

2.3 Handling correlated randomness with row pruning

In this section, we will prove Theorem 2.0.4. Unlike in Sections 2.1 and 2.2, in this section we will
consider a random process that generates polynomials 𝑓𝑏(𝑥)with correlated coefficients 𝑏𝐶 . We
will thus develop a new technical idea, row pruning, that we use to handle the challenges posed
by the correlated coefficients.

As we mentioned in Example 2.0.3, by standard definitions and transformations (Defini-
tion 3.3.1 and Fact 3.3.3), in order to prove Theorem 2.0.4, it suffices to prove the following
lemma.
Lemma 2.3.1. Let 𝑞, 𝑘 and 𝑛 be integers with 𝑘 ≤ 𝑛 and 𝑞 even. Let 𝛿, 𝜀 ∈ (0, 1). Let 𝐻1, . . . ,𝐻𝑘

be 𝑞-uniform hypergraph matchings on the vertex set [𝑛] with |𝐻𝑖 | = 𝛿𝑛, i.e., for every 𝑖 ∈ [𝑘], the
hypergraph 𝐻𝑖 is a collection of 𝛿𝑛 disjoint hyperedges, and each hyperedge 𝐶 ∈ 𝐻𝑖 has size |𝐶 | = 𝑞.
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For each 𝑏 ∈ {−1, 1}𝑘 , let 𝑓𝑏(𝑥) =
∑𝑘
𝑖=1 𝑏𝑖

∑
𝐶∈𝐻𝑖

∏
𝑣∈𝐶 𝑥𝑣 . Suppose that E𝑏←{−1,1}𝑘 [val( 𝑓𝑏)] ≥

𝜀𝛿𝑛𝑘. Then, 𝑘 ≤ 𝑛1−2/𝑞𝑂(log 𝑛)/(𝜀2𝛿2).
Before we proceed with the proof of Lemma 2.3.1, let us comment on the differences between

the setting of Lemma 2.3.1 compared to Theorem 2.0.2. In Theorem 2.0.2, in the semirandom 𝑞-XOR
setting (Item (2b)), we define a polynomial 𝑓 (𝑥) = ∑

𝐶∈𝐻 𝑏𝐶𝑥𝐶 , where (1) the hypergraph 𝐻 is
arbitrary and (2) each 𝑏𝐶 is independently chosen from {−1, 1}. To compare with Theorem 2.0.2,
we can view the polynomial 𝑓𝑏 in Lemma 2.3.1 as being defined by (1) the “full” hypergraph
𝐻 B ∪𝑘

𝑖=1𝐻𝑖 , and (2) signs 𝑏𝐶 ∈ {−1, 1} for each 𝐶 ∈ 𝐻. However, unlike in Theorem 2.0.2, the
𝑏𝐶 ’s are no longer independent! Indeed, the randomness is correlated; we can view the partition
of the hypergraph 𝐻 into the matchings 𝐻1, . . . ,𝐻𝑘 as partitioning the hyperedges according to
their correlated signs 𝑏𝐶 . Namely, if 𝐶,𝐶′ ∈ 𝐻𝑖 for some 𝑖 ∈ [𝑘], then 𝑏𝐶 = 𝑏𝐶′ = 𝑏𝑖 . On the other
hand, unlike in the semirandom case, the hypergraph 𝐻 = ∪𝑘

𝑖=1𝐻𝑖 in Lemma 2.3.1 is not arbitrary,
as it is the union of 𝑘 matchings 𝐻1, . . . ,𝐻𝑘 . We have thus traded correlations in the “right-hand
sides” 𝑏𝐶 for additional structure in the hypergraph 𝐻. Note that the structure in 𝐻, i.e., that
𝐻 = ∪𝑘

𝑖=1𝐻𝑖 is the union of 𝑘 matchings, is crucial, as without this condition Lemma 2.3.1 is false.
Another key difference is that, unlike the algorithmic setting of Theorem 2.0.2, in Lemma 2.3.1

we are merely seeking to prove an existential statement and we do not care about the runtime of
the (implicit) algorithm at all! For this reason one might expect to prove Lemma 2.3.1 by using
natural probabilistic arguments. Indeed, in the case of semirandom 𝑞-XOR, one can argue that
the polynomial 𝑓 has low value by a simple union bound argument, and so the main difficulty
in Theorem 2.0.2 is finding an algorithm that can certify that val( 𝑓 ) is low. In the setting of
Lemma 2.3.1, the main challenge is that the polynomials 𝑓𝑏 have significantly limited randomness
even compared to the semirandom setting. Namely, all the constraints 𝐶 ∈ 𝐻𝑖 share the same
right-hand side 𝑏𝑖 , and so there are only 𝑘 ≪ 𝑛 bits of independent randomness, which is
insufficient randomness to execute a union bound argument.

Nonetheless, we can establish a good bound on the value of the polynomial 𝑓𝑏 in Lemma 2.3.1
by constructing a subexponential-sized spectral certificate of low value. A priori, bounding the
spectral value might seem like a rather roundabout route to bound val( 𝑓 ). However, shifting to
this (stronger) target allows us to leverage the spectral techniques based on Kikuchi matrices.
The significantly smaller amount of randomness in the polynomials 𝑓𝑏 produced in Lemma 2.3.1,
compared to, e.g., semirandom instances, poses additional technical challenges which we shall
handle with a technique called row pruning. This technique crucially exploits the combinatorial
matching structure in the hypergraphs 𝐻1, . . . ,𝐻𝑘 .

Spectral refutations for 𝒇𝒃. To prove Lemma 2.3.1, we need to upper bound E𝑏←{−1,1}𝑘 [val( 𝑓𝑏)],
which we will do by bounding the spectral norm of an appropriately chosen Kikuchi matrix.
As a first attempt, we will use the general approach outlined in Section 2.1 to define a matrix
whose quadratic form is equal to 𝑓𝑏(𝑥). Namely, for a choice of the parameter ℓ (to be determined
later) and every 𝑏 ∈ {−1, 1}𝑘 , we define the Kikuchi matrix 𝐴 𝑓𝑏 =

∑𝑘
𝑖=1 𝑏𝑖

∑
𝐶∈𝐻𝑖 𝐴𝐶 , where 𝐴𝐶 is

defined in Definition 2.1.1. For notational convenience, we will suppress the subscript 𝑓𝑏 and let
𝐴 B 𝐴 𝑓𝑏 .

By Proposition 2.1.2, for any 𝑥 ∈ {−1, 1}𝑛 (and letting 𝑥⊙ℓ be defined as in Proposition 2.1.2),
we have that

𝑓𝑏(𝑥) ≤
1
𝐷

𝑥⊙ℓ2
2 ∥𝐴∥2 =

𝑁

𝐷
∥𝐴∥2 ≤ 𝑂(1)

(𝑛
ℓ

) 𝑞/2
∥𝐴∥2 ,
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where we have that 𝐷/𝑁 ∼ (ℓ/𝑛)𝑞/2 by Fact 3.6.1. We thus conclude that

𝜀𝛿𝑛𝑘 ≤ E𝑏[val( 𝑓𝑏)] ≤ 𝑂(1)
(𝑛
ℓ

) 𝑞/2
E𝑏[∥𝐴∥2] , (2.3)

where the first inequality is by assumption in Lemma 2.3.1, and so it remains to bound E𝑏←{−1,1}𝑘 [∥𝐴∥2].
We can write 𝐴 =

∑𝑘
𝑖=1 𝑏𝑖𝐴𝑖 as a matrix Rademacher series, where 𝐴𝑖 B

∑
𝐶∈𝐻𝑖 𝐴𝐶 . By the

matrix Khintchine inequality (Fact 3.4.2), we have E[∥𝐴∥2] ≤ 𝑂(
√

log𝑁)
∑

𝑖 𝐴
2
𝑖

1/2
2 .

A combinatorial proxy for ∥𝑨∥2. As mentioned in Section 2.1, we can view the matrix 𝐴𝐶 as
the adjacency matrix of a graph: the vertices are sets 𝑆 ∈

(𝑛
ℓ

)
, and we have an edge (𝑆,𝑇) if and

only if 𝑆 ⊕ 𝑇 = 𝐶. We can thus view the matrix 𝐴𝑖 as a graph, which is obtained by taking the
union, over all 𝐶 ∈ 𝐻𝑖 , of the graphs 𝐴𝐶 .

Let Δ𝑖 be the maximum degree of any node in the Kikuchi graph 𝐴𝑖 , and let Δ = max1≤𝑖≤𝑘 Δ𝑖 .
Notice that because Δ𝑖 is the maximum degree of any node in the graph 𝐴𝑖 , it follows that Δ𝑖 is
the maximum ℓ1-norm of any row/column in 𝐴𝑖 , and hence is an upper bound on ∥𝐴𝑖 ∥2. Thus,
we obtain the bound

∑
𝑖 𝐴

2
𝑖


2 ≤

∑
𝑖 ∥𝐴𝑖 ∥22 ≤ 𝑘Δ2, and we conclude that the maximum degree of

the 𝐴𝑖’s naturally controls the spectral norm of 𝐴. Indeed, we have E𝑏[∥𝐴∥2] ≤ Δ ·𝑂(
√
𝑘ℓ log 𝑛).

The quantity Δ𝑖 arises naturally in the setting of LDC lower bounds due to the correlated
randomness of the coefficients in the polynomial 𝑓𝑏 . Indeed, as we saw above, the quantity

Δ𝑖 comes from the variance term
∑

𝑖 𝐴
2
𝑖

1/2
2 in our application of Matrix Khintchine, and this

variance term arises because of the correlated randomness. As we have stated earlier, one can
view the hypergraph 𝐻𝑖 as simply grouping the hyperedges 𝐶 that share the same coefficient 𝑏𝑖 ,
and likewise the matrix 𝐴𝑖 =

∑
𝐶∈𝐻𝑖 𝐴𝐶 simply extracts the “𝑏𝑖-component” of the matrix 𝐴. One

can thus view the quantity Δ𝑖 as a means of controlling the contribution of the “𝑏𝑖-component” to
the overall variance term for the random matrix 𝐴.

Let us now investigate bounds on Δ. By Proposition 2.1.2, we have already observed that for
each 𝐶 ∈ 𝐻𝑖 , the graph 𝐴𝐶 is a matching with 𝐷 edges. Therefore, the total number of edges in
𝐴𝑖 is exactly 𝐷 |𝐻𝑖 | = 𝐷𝛿𝑛, and so the average degree of 𝐴𝑖 is 𝑑𝑖 = 𝛿𝑛𝐷/𝑁 ∼ 𝑛(ℓ/𝑛)𝑞/2. We must
have Δ ≥ 𝑑𝑖 and Δ ≥ 1, and so we have Δ ≳ 𝑂(1)max{1, 𝑛(ℓ/𝑛)𝑞/2}. If Δ happens to be equal to
this minimum possible value, then substituting it in Eq. (2.3) yields:

𝜀𝛿𝑛𝑘 ≤ 𝑂(1)
(𝑛
ℓ

) 𝑞/2 √
𝑘ℓ log 𝑛 ·max{1, 𝑛(ℓ/𝑛)𝑞/2} ,

which implies that 𝑘 ≤ 𝑂(ℓ log 𝑛) ·max{𝑛𝑞−2/ℓ 𝑞 , 1}. This is minimized at ℓ = 𝑛1−2/𝑞 to give the
bound of 𝑘 ≤ �̃�(𝑛1−2/𝑞), which is the bound we would like to show in Lemma 2.3.1.

However, there is one crucial problem: Δ𝑖 is much larger than the average degree 𝑑𝑖 of 𝐴𝑖 . In
fact, with some thought, one can see that Δ𝑖 = ⌊ 2ℓ

𝑞 ⌋. This is achieved by a row 𝑆 constructed by

(1) choosing 𝐶1, . . . ,𝐶𝑡 ∈ 𝐻𝑖 , where 𝑡 = ⌊ 2ℓ
𝑞 ⌋, (2) choosing an arbitrary subset 𝐶′

𝑗
⊆ 𝐶 𝑗 of size 𝑞/2

from each such 𝐶 𝑗 , and then (3) setting 𝑆 to be the union of the 𝐶′
𝑗
’s (which are disjoint since the

𝐶 𝑗’s are disjoint as 𝐻𝑖 is a matching) along with ℓ − 𝑡𝑞

2 arbitrary extra elements from [𝑛] \ ∪𝑡
𝑗=1𝐶 𝑗

to pad 𝑆 so that it has size ℓ . We can also observe that if 𝑞 ≥ 3 and we substitute Δ = Ω(ℓ ) into
Eq. (2.3), we obtain the best lower bound by setting ℓ to be as large as possible, i.e., ℓ = Ω(𝑛). But
if we do so, our “lower bound” becomes 𝑘 ≤ 𝑂(𝑛 log 𝑛), which is worse than the trivial 𝑘 ≤ 𝑛
bound!
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Handling irregularities: row pruning. The fact that the maximum degree Δ𝑖 is much larger
than the average degree 𝑑𝑖 ∼ 𝑛(ℓ/𝑛)𝑞/2 of 𝐴𝑖 is an inherent issue that we need to overcome. In
handling this issue, we will need to crucially use that the 𝐻𝑖 ’s are matchings; notice that we have
not used this property so far, and Lemma 2.3.1 is clearly false without this assumption!

We will now make the following key observation. While there are some nodes in the graph
𝐴𝑖 that have degree much larger than the average 𝑑𝑖 , these nodes are “rare”, and we can remove
them while only deleting a small number of vertices (and therefore also edges) from 𝐴𝑖 . Of course,
a small fraction of bad rows can still cause ∥𝐴𝑖 ∥2 (and also ∥𝐴∥2) to be too large. But, we can
now combine this with the key observation that we made in Section 2.2: to bound val( 𝑓𝑏), we
only need to bound 𝑦⊤𝐴𝑦 for Boolean vectors 𝑦 ∈ {−1, 1}𝑁 , or equivalently, we need to bound
∥𝐴∥∞→1 rather than ∥𝐴∥2. Unlike ∥𝐴∥2, the quantity ∥𝐴∥∞→1 is insensitive to deleting a small
fraction of rows/columns, since ±1-coordinate vectors when restricted to a small number of
rows must have correspondingly small ℓ2-norm. Hence, we can simply delete the bad nodes,
or equivalently “zero out” the bad rows/columns, of the matrix 𝐴𝑖 and thus obtain a matrix 𝐵𝑖
where (1) ∥𝐴𝑖 − 𝐵𝑖 ∥∞→1 is small, and (2) the maximum degree of 𝐵𝑖 is 𝑂(𝑑𝑖) = 𝑂(𝑛(ℓ/𝑛)𝑞/2). The
first property ensures that ∥𝐴∥∞→1 ≈ ∥𝐵∥∞→1 where 𝐵 B

∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 , and the second property

implies that, by our earlier calculations, ∥𝐵∥2 yields the desired bound on val( 𝑓𝑏).

To prove that only a small fraction of nodes can have a large degree in any 𝐴𝑖 , we view the
degree of any node 𝑆 as a polynomial in the corresponding indicator variables 𝑧 ∈ {0, 1}𝑛 with∑
𝑖 𝑧𝑖 = ℓ and use tail inequalities for low-degree polynomials (that generalize concentration

of Lipschitz functions) of Kim and Vu and extensions [KV00, SS12] (Fact 3.4.3) to bound the
probability that the degree of a random node 𝑆 is at least polylog(𝑛) times the average 𝑑𝑖 . This
relies on establishing strong bounds on the expected partial derivatives of the degree polynomial
by using that the 𝐻𝑖’s are matchings.

Indeed, the degree of a node 𝑆 is at most Deg(𝑧) B ∑
𝐶∈𝐻𝑖

∑
𝐶′⊆𝐶:|𝐶′ |=𝑞/2 𝑧𝐶′ , where 𝑧 is the 0/1

indicator vector of 𝑆. Using Fact 3.4.3, we can show that with probability 1− 1/poly(𝑛), a random
𝑆 has degree at most polylog(𝑛) · 𝑑𝑖 , provided that ℓ ≳ 𝑛1−2/𝑞 (which implies that 𝑑𝑖 ≫ 1). Note
that this crucially requires that 𝐻𝑖 is a hypergraph matching!

We now let 𝐵 be the matrix obtained by deleting (“zeroing out”) each row/column 𝑆 where 𝑆
has degree ≥ polylog(𝑛) · 𝑑𝑖 in some 𝑑𝑖 . We also write 𝐵 =

∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 , where the 𝐵𝑖’s are defined

similarly from the 𝐴𝑖’s. We have that

∥𝐴 − 𝐵∥∞→1 ≤ 𝑁 ·
2𝑘

poly(𝑛) · 𝑘𝑛 ≤
𝑁𝑛3

poly(𝑛) =
𝑁

poly(𝑛) ,

as (1) the total number of rows/columns removed is at most 𝑁 · 1
poly(𝑛) · 𝑘, using the concentration

bound along with a union bound over all 𝑖 ∈ [𝑘], (2) the maximum number of nonzero entries per
row/column of 𝐴𝑖 is at most 𝛿𝑛, and (3) we have 𝑘 ≤ 𝑛. By construction, we also have that for
any 𝑖 ∈ [𝑘], each row/column of 𝐵𝑖 has at most 𝑑𝑖 polylog(𝑛) nonzero entries. We thus conclude
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that for ℓ ≳ 𝑛1−2/𝑞 ,

𝜀𝛿𝑛𝑘 ≤ E𝑏[val( 𝑓𝑏)] ≤
1
𝐷

E𝑏[∥𝐴∥∞→1] ≤
1
𝐷

E𝑏[∥𝐴 − 𝐵∥∞→1 + ∥𝐵∥∞→1] ≤
1
𝐷
(𝑜(𝑁) +E𝑏[𝑁 ∥𝐵∥2])

≤ 1
𝐷

(
𝑜(𝑁) +𝑂(𝑁

√
log𝑁)

∑
𝑖

𝐵2
𝑖

1/2

2

)
≤

(𝑛
ℓ

) 𝑞/2 ©«𝑜(1) +𝑂(1)
√
ℓ log 𝑛 · polylog(𝑛)

√√√
𝑘∑
𝑖=1

𝑑2
𝑖

ª®¬
≤

(𝑛
ℓ

) 𝑞/2 (
𝑜(1) +𝑂(1)

√
𝑘ℓ polylog(𝑛) · 𝑛(ℓ/𝑛)𝑞/2

)
= 𝑂

(√
𝑘ℓ polylog(𝑛) · 𝑛

)
=⇒ 𝜀2𝛿2𝑘 ≤ 𝑂(ℓ polylog(𝑛)) .

Setting ℓ = 𝑛1−2/𝑞 , we thus conclude that 𝑘 ≤ 𝑂(𝑛1−2/𝑞 polylog(𝑛)/(𝜀2𝛿2)), which proves Lemma 2.3.1
up to a small loss in the polylog(𝑛) factor.

Obtaining a better polylog(𝒏) factor. The above row pruning approach is rather intuitive, but
it is a bit lossy in the final polylog(𝑛) factor. We can sharpen the final bound on 𝑘 via a modified,
but perhaps less intuitive or general, row pruning argument.

We now define the matrix 𝐵 as follows. For each 𝑖 ∈ [𝑘], we let 𝐵𝑖 be the matrix obtained from
𝐴𝑖 by replacing any row/column in 𝐴𝑖 B

∑
𝐶∈𝐻𝑖 𝐴𝐶 with all 0’s if it has at least 2 nonzero entries.

We will then show that if ℓ ≲ 𝑛1−2/𝑞 , i.e., the average degree 𝑑𝑖 of 𝐴𝑖 is 𝑑𝑖 ≪ 1, then because 𝐻𝑖 is
a matching, 𝐵𝑖 has at least a constant fraction of the entries of 𝐴𝐶 for every 𝐶 ∈ 𝐻𝑖 . We can then
further delete entries of 𝐵𝑖 so that each 𝐶 ∈ 𝐻𝑖 contributes exactly the same number of entries
to 𝐵𝑖 ; this ensures that each monomial 𝑥𝐶 in 𝑓𝑏 has the same contribution to the corresponding
quadratic form on 𝐵. Then, we bound val( 𝑓𝑏) via ∥𝐵∥2, using that ∥𝐵𝑖 ∥2 ≤ 1 for all 𝑖 ∈ [𝑘] as 𝐵𝑖
has at most one nonzero entry per row/column.

In more detail, we make the following definition.

Definition 2.3.2. Let ℓ B 𝑛1−2/𝑞/𝑐 for some absolute constant 𝑐 ≥ 𝑒16 if 𝑞 ≥ 4, and let ℓ = 1 if
𝑞 = 2. Note that in either case, ℓ = 𝑂(𝑛1−2/𝑞). Let 𝑁 B

(𝑛
ℓ

)
. For each 𝑞-uniform hypergraph

matching 𝐻𝑖 , let 𝐵𝑖 ∈ R𝑁×𝑁 denote the matrix indexed by sets 𝑆,𝑇 ∈
([𝑛]
ℓ

)
where 𝐵𝑖(𝑆,𝑇) = 1 if

the pair (𝑆,𝑇) satisfies (1) 𝑆 ⊕ 𝑇 = 𝐶 ∈ 𝐻𝑖 , and (2) |𝑆 ⊕ 𝐶′ | ≠ ℓ , |𝑇 ⊕ 𝐶′ | ≠ ℓ for every 𝐶′ ∈ 𝐻𝑖 with
𝐶′ ≠ 𝐶. We set 𝐵𝑖(𝑆,𝑇) = 0 otherwise. We let 𝐵 B

∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 .

As we have said, the matrices in Definition 2.3.2 are almost the same as setting 𝐵𝑖 =
∑
𝐶∈𝐻𝑖 𝐴𝐶

where 𝐴𝐶 is defined as in Definition 2.1.1; the key difference is that the definition of 𝐵𝑖 in
Definition 2.3.2 “zeros out” all rows/columns in

∑
𝐶∈𝐻𝑖 𝐴𝐶 that have more than one nonzero

entry. Because we have removed entries from the matrix
∑
𝐶∈𝐻𝑖 𝐴𝐶 , one might be worried that

we have removed all the entries and the matrix 𝐵𝑖 is identically 0. This is not the case because 𝐻𝑖

is a matching and ℓ ≲ 𝑛1−2/𝑞 , as we show in the lemma below.

Lemma 2.3.3. There is an integer 𝐷′ such that the following holds. Fix 𝑖 ∈ [𝑘], and let 𝐵𝑖 be one of the
matrices defined in Definition 2.3.2. For any 𝐶 ∈ 𝐻𝑖 , the number of pairs (𝑆,𝑇) with 𝑆 ⊕ 𝑇 = 𝐶 and
𝐵𝑖(𝑆,𝑇) = 1 is exactly 𝐷′. Moreover, we have that 𝐷′/𝑁 ≥ 1

2

( 𝑞

𝑞/2
)
𝑒−3𝑞 · ( ℓ𝑛 )𝑞/2.

We postpone the proof of Lemma 2.3.3, and now finish the proof of Lemma 2.3.1.
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For each 𝑥 ∈ {−1, 1}𝑛 , let 𝑦 ∈ {−1, 1}𝑁 be the vector where 𝑦𝑆 =
∏

𝑣∈𝑆 𝑥𝑣 . We then have that

𝑦⊤𝐵𝑦 =

𝑘∑
𝑖=1

𝑏𝑖(𝑦⊤𝐵𝑖𝑦) =
𝑘∑
𝑖=1

𝑏𝑖

∑
𝐶∈𝐻𝑖

∑
(𝑆,𝑇):𝑆⊕𝑇=𝐶

𝑦𝑆𝑦𝑇

=

𝑘∑
𝑖=1

𝑏𝑖

∑
𝐶∈𝐻𝑖

𝐷′ · 𝑦𝑆𝑦𝑇 (by Lemma 2.3.3)

= 𝐷′
𝑘∑
𝑖=1

𝑏𝑖

∑
𝐶∈𝐻𝑖

∏
𝑣∈𝐶

𝑥𝑣

= 𝐷′ 𝑓𝑏(𝑥)

=⇒ E𝑏[val( 𝑓𝑏)] ≤
𝑁

𝐷′
·E𝑏[∥𝐵∥2] ,

where the last inequality uses that ∥𝑦∥22 = 𝑁 ; here, 𝑚 =
∑𝑘
𝑖=1 |𝐻𝑖 | = 𝛿𝑛𝑘 is the total number of

constraints.
It thus remains to bound E𝑏←{−1,1}𝑘 [∥𝐵∥2]. As each 𝑏𝑖 is an independent bit from {−1, 1}, the

matrix 𝐵 =
∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 is the sum of 𝑘 independent, mean 0 random matrices. We will use Matrix

Khintchine (Fact 3.4.2) to bound E[∥𝐵∥2]. We observe that ∥𝐵𝑖 ∥2 ≤ 1 by construction, as the
ℓ1-norm of any row/column of 𝐵𝑖 is at most 1. It then follows that ∥∑𝑘

𝑖=1 𝐵
2
𝑖
∥2 ≤

∑𝑘
𝑖=1∥𝐵𝑖 ∥22 ≤ 𝑘.

Hence, by Fact 3.4.2, it follows that E[∥𝐵∥2] ≤ 𝑂(
√
𝑘 log𝑁) = 𝑂(

√
𝑘ℓ log 𝑛).

We thus have

𝜀𝛿𝑛𝑘 ≤ E𝑏∈{−1,1}𝑘 [val( 𝑓𝑏)] ≤
𝑁

𝐷′
𝑂(

√
𝑘ℓ log 𝑛) ≤

(𝑛
ℓ

) 𝑞/2
·𝑂(

√
𝑘ℓ log 𝑛) ≤ 𝑛 ·𝑂

(√
𝑘𝑛1−2/𝑞 log 𝑛

)
,

where we use that ℓ = 𝑛1−2/𝑞/𝑐 and the bound on 𝐷′
𝑁 from Lemma 2.3.3. We thus conclude that

𝑘 ≤ 𝑛1−2/𝑞 ·𝑂(log 𝑛)/(𝜀2𝛿2).
It remains to prove Lemma 2.3.3.

Proof of Lemma 2.3.3. First, let 𝐶 ∈ 𝐻𝑖 be any element. We first show that the number of pairs
(𝑆,𝑇) with 𝑆 ⊕ 𝑇 = 𝐶 and 𝐵𝑖(𝑆,𝑇) = 1 is independent of 𝐶. Indeed, let 𝐶′ ∈ 𝐻𝑖 be different
from 𝐶. As 𝐻𝑖 is a matching, we have that 𝐶 and 𝐶′ are disjoint. Let 𝜋 be an arbitrary bijection
between 𝐶 and 𝐶′ and extend 𝜋 to act on all of [𝑛] by acting as the identity on elements not in
𝐶 ∪ 𝐶′. It is simple to observe that if (𝑆,𝑇) is any pair satisfying the above criterion for 𝐶, then
(𝑆′,𝑇′), obtained by applying 𝜋 to all elements of 𝑆 and 𝑇, satisfies the criterion for 𝐶′. Hence,
the number of pairs is independent of the choice of 𝐶 ∈ 𝐻𝑖 .

We note that it is clear from symmetry that 𝐷′ depends only on |𝐻𝑖 |, 𝑞, and 𝑛. As |𝐻𝑖 | = 𝛿𝑛
for all 𝑖, it follows that 𝐷′ does not depend on 𝑖.

We now finish the proof. We have two cases. If 𝑞 = 2, then ℓ = 1 and 𝑁 =
(𝑛
ℓ

)
= 𝑛. This

implies that 𝐷′ = 2, as each 𝐻𝑖 is a matching, so if 𝐶 = {𝑢, 𝑣} ∈ 𝐻𝑖 , then 𝐵𝑖(𝑢, 𝑣) = 𝐵𝑖(𝑣, 𝑢) = 1.
Thus, in this case the conclusion trivially holds.

Now, suppose 𝑞 ≥ 4. Let 𝐶 ∈ 𝐻𝑖 be arbitrary. We first lower bound 𝐷′. We observe that
𝑆 ⊕ 𝑇 = 𝐶 if and only if 𝑆 = 𝐶𝑆 ∪𝑄 and 𝑇 = 𝐶𝑇 ∪𝑄, where 𝐶𝑆,𝐶𝑇 ⊆ 𝐶 are disjoint subsets of
size exactly 𝑞/2, so that 𝐶 = 𝐶𝑆 ∪ 𝐶𝑇 , and 𝑄 ⊆ [𝑛] \ 𝐶 has size exactly ℓ − 𝑞/2. It follows that if
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𝑆 ⊕ 𝑇 = 𝐶 and for some 𝐶′ ≠ 𝐶 ∈ 𝐻𝑖 , either |𝑆 ⊕ 𝐶′ | = ℓ or |𝑇 ⊕ 𝐶′ | = ℓ , then it must be the case
that |𝑄 ∩ 𝐶′ | = 𝑞/2. Hence, we have that

𝐷′ ≥
(
𝑞

𝑞/2

) (
𝑛 − 𝑞
ℓ − 𝑞/2

)
− |𝐻𝑖 | ·

(
𝑞

𝑞/2

)2 (
𝑛 − 2𝑞
ℓ − 𝑞

)
.

Applying Fact 3.6.1, we thus have that

𝐷′/𝑁 ≥
(
𝑞

𝑞/2

)
𝑒−3𝑞

(
ℓ

𝑛

) 𝑞/2
− 𝑛 ·

(
𝑞

𝑞/2

)2

𝑒3𝑞
(
ℓ

𝑛

) 𝑞
=

(
𝑞

𝑞/2

)
𝑒−3𝑞

(
ℓ

𝑛

) 𝑞/2 (
1− 𝑛 · 2𝑞𝑒6𝑞

(
ℓ

𝑛

) 𝑞/2)
≥ 1

2

(
𝑞

𝑞/2

)
𝑒−3𝑞

(
ℓ

𝑛

) 𝑞/2
,

where we use that ℓ ≤ 𝑛1−2/𝑞/𝑒16. □

Summary: Row Pruning

(1) In the LDC setting, 𝐻 = ∪𝑘
𝑖=1𝐻𝑖 where each 𝐶 ∈ 𝐻𝑖 shares the same coefficient 𝑏𝑖 . The

correlated coefficients make ∥𝐴∥2 too large to provide a good bound on val( 𝑓 ), even
when each 𝐻𝑖 is a matching (in some sense, the “nicest” case).

(2) ∥𝐴∥2 is controlled by the maximum degrees Δ𝑖’s of the Kikuchi graphs 𝐴𝑖 =
∑
𝐶∈𝐻𝑖 𝐴𝐶

for each 𝑖 ∈ [𝑘]. To get a good bound, we need Δ𝑖 ≈ 𝑑𝑖 , where the 𝑑𝑖’s are the average
degrees.

(3) Even when 𝐻𝑖 is a matching, Δ𝑖 ≫ 𝑑𝑖 , which causes ∥𝐴∥2 to be too large. However, the
“bad nodes” of large degree in each 𝐴𝑖 are rare, which one can show using Kim–Vu-style
concentration bounds ([KV00, SS12], Fact 3.4.3). By deleting all of the bad nodes from 𝐴𝑖 ,
we obtain a new graph 𝐵𝑖 , and we can use ∥𝐵∥2, where 𝐵 =

∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 , to bound val( 𝑓𝑏).

20



Chapter 3

Background and Preliminaries

3.1 Basic notation

We let [𝑛] denote the set {1, . . . , 𝑛}. For two subsets 𝑆,𝑇 ⊆ [𝑛], we let 𝑆 ⊕ 𝑇 denote the symmetric
difference of 𝑆 and 𝑇, i.e., 𝑆 ⊕ 𝑇 B {𝑖 : (𝑖 ∈ 𝑆 ∧ 𝑖 ∉ 𝑇) ∨ (𝑖 ∉ 𝑆 ∧ 𝑖 ∈ 𝑇)}. For a natural number
𝑡 ∈ N, we let

([𝑛]
𝑡

)
be the collection of subsets of [𝑛] of size exactly 𝑡.

For a rectangular matrix 𝐴 ∈ R𝑚×𝑛 , we let ∥𝐴∥2 B max𝑥∈R𝑚 ,𝑦∈R𝑛 :∥𝑥∥2=∥𝑦∥2=1 𝑥
⊤𝐴𝑦 denote

the spectral norm of 𝐴, and ∥𝐴∥∞→1 B max𝑥∈{−1,1}𝑚 ,𝑦∈{−1,1}𝑛 𝑥
⊤𝐴𝑦. We note that ∥𝐴∥∞→1 ≤√

𝑛𝑚∥𝐴∥2.
Given a multiset 𝐻, we will use the notation 𝐶 ∈ 𝐻 to refer to a distinct element of 𝐶, and

𝐶 ≠ 𝐶′ for 𝐶,𝐶′ ∈ 𝐻 to denote that 𝐶 and 𝐶′ are distinct elements in 𝐻 (even if they are two
different copies of the same element).

Given a set 𝑅 and variables 𝑥1, . . . , 𝑥𝑛 , we will let 𝑥𝑅 B
∏

𝑖∈𝑅 𝑥𝑖 . In particular, 𝑥𝐶 B
∏

𝑖∈𝐶 𝑥𝑖 .
Given a graph 𝐺 = (𝑉 ,𝐸) with 𝑛 vertices and 𝑚 edges (including self-loops1), we write

𝐷𝐺 ∈ R𝑛×𝑛 as the diagonal degree matrix, 𝐴𝐺 ∈ R𝑛×𝑛 as the adjacency matrix, and 𝐿𝐺 = 𝐷𝐺 −𝐴𝐺
as the unnormalized Laplacian (note that the self-loops do not contribute to 𝐿𝐺). Furthermore,
we write 𝐿𝐺 = 𝐷

−1/2
𝐺

𝐿𝐺𝐷
−1/2
𝐺

to be the normalized Laplacian, and denote its eigenvalues as
0 = 𝜆1(𝐿𝐺) ≤ 𝜆2(𝐿𝐺) ≤ · · · ≤ 𝜆𝑛(𝐿𝐺) ≤ 2.

For any subset 𝑆 ⊆ 𝑉 , we denote 𝐺[𝑆] as the subgraph of 𝐺 induced by 𝑆, and 𝐺{𝑆} as the
induced subgraph 𝐺[𝑆] but with self-loops added so that any vertex in 𝑆 has the same degree as
its degree in 𝐺.

3.1.1 Graph pruning and expander decomposition

It is a standard result that given a graph with 𝑚 edges and average degree 𝑑, one can delete
vertices such that the resulting graph has minimum degree 𝜀𝑑 and at least (1− 2𝜀)𝑚 edges. We
include a short proof for completeness.
Lemma 3.1.1 (Graph pruning). Let 𝐺 be an 𝑛-vertex graph with average degree 𝑑 and 𝑚 = 𝑛𝑑

2 edges,
and let 𝜀 ∈ (0, 1/2). There is an algorithm that deletes vertices of 𝐺 such that the resulting graph has
minimum degree 𝜀𝑑 and at least (1− 2𝜀)𝑚 edges.

1Each self-loop contributes 1 to the degree of a vertex.
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Proof. The algorithm is simple: repeatedly remove any vertex with degree < 𝜀𝑑. First, we show
by induction that each deletion cannot decrease the average degree. Suppose there are 𝑛′ ≤ 𝑛
vertices left and average degree 𝑑′ ≥ 𝑑. Then, after deleting a vertex 𝑢 with degree 𝑑𝑢 < 𝜀𝑑, the
average degree becomes 𝑛′𝑑′−2𝑑𝑢

𝑛′−1 > 𝑛′𝑑−2𝜀𝑑
𝑛′−1 = 𝑑 · 𝑛′−2𝜀

𝑛′−1 . Thus, for 𝜀 < 1/2, the average degree is
always at least 𝑑. Furthermore, since the algorithm can delete at most 𝑛 vertices, it can delete at
most 𝜀𝑑𝑛 = 2𝜀𝑚 edges. □

We will also need an algorithm that partitions a graph into expanding clusters such that total
number of edges across different clusters is small. Expander decomposition has been developed
in a long line of work [KVV04, ST11, Wul17, SW19] and has a wide range of applications. For
our algorithm, we only require a very simple expander decomposition that recursively applies
Cheeger’s inequality.
Fact 3.1.2 (Expander decomposition). Given a (multi)graph 𝐺 = (𝑉 ,𝐸) with 𝑚 edges and a parameter
𝜀 ∈ (0, 1), there is a polynomial-time algorithm that finds a partition of 𝑉 into 𝑉1, . . . ,𝑉𝑇 such that
𝜆2(𝐿𝐺{𝑉𝑖}) ≥ Ω(𝜀2/log2 𝑚) for each 𝑖 ∈ [𝑇] and the number of edges across partitions is at most 𝜀𝑚.

Proof. Fix 𝜆 = 𝑐𝜀2/log2 𝑚 for some constant 𝑐 to be chosen later. The algorithm is very simple.
Given a graph 𝐺 = (𝑉 ,𝐸) (with potentially parallel edges and self-loops), if 𝜆2(𝐿𝐺) < 𝜆, then
by Cheeger’s inequality we can efficiently find a subset 𝑆 ⊆ 𝑉 with vol(𝑆) ≤ vol(𝑆) such

that |𝐸(𝑆,𝑆)|
vol(𝑆) <

√
2𝜆. Here vol(𝑆) B ∑

𝑣∈𝑆 deg(𝑣). Then, we cut along 𝑆, add self-loops to the

induced subgraphs 𝐺[𝑆] and 𝐺[𝑆] so that the vertex degrees remain the same (each self-loop
contributes 1 to the degree). This produces two graphs 𝐺{𝑆} and 𝐺{𝑆}, and we recurse on each.
By construction, in the end we will have partitions 𝑉1, . . . ,𝑉𝑇 where either 𝑉𝑖 is either a single
vertex or satisfies 𝜆2(𝐿𝐺{𝑉𝑖}) ≥ 𝜆.

We now bound the number of edges cut via a charging argument. Consider the “half-edges”
in the graph, where each edge (𝑢, 𝑣) contributes one half-edge to 𝑢 and one to 𝑣, and each self-
loop counts as one half-edge. Then, vol(𝑆) equals the number of half-edges attached to 𝑆. Now,
imagine we have a counter for each half-edge, and every time we cut along 𝑆 we add

√
2𝜆 to

each half-edge attached to 𝑆 (the smaller side). Since 𝐸(𝑆, 𝑆) <
√

2𝜆 · vol(𝑆), it follows that the
number of edges cut is at most the total sum of the counters. On the other hand, each half-edge
can appear on the smaller side of the cut at most log2 2𝑚 times, as each time the half-edge is on
the smaller side of the cut, vol(𝑆) decreases by at least a factor of 2, and vol([𝑛]) = 2𝑚. So, the
total sum must be ≤

√
2𝜆 · 2𝑚 log2 2𝑚 ≤ 𝜀𝑚 for a small enough constant 𝑐. □

3.2 Hypergraphs

Definition 3.2.1 (Hypergraphs). An (unweighted and undirected) hypergraph 𝐻 on a vertex set
[𝑛] is a collection of subsets 𝐶 ⊆ [𝑛] called hyperedges. We say that a hypergraph 𝐻 is 𝑞-uniform
if |𝐶 | = 𝑞 for all 𝐶 ∈ 𝐻, and that 𝐻 is a matching if for all distinct 𝐶,𝐶′ ∈ 𝐻, 𝐶 and 𝐶′ are disjoint.

For a subset 𝑄 ⊆ [𝑛], we define the degree of 𝑄 in 𝐻, denoted deg𝐻(𝑄), to be |{𝐶 ∈ 𝐻 : 𝑄 ⊆
𝐶}|.

We will allow hypergraphs to be multisets, in which case we will use the notation 𝐶 ∈ 𝐻 to
refer to a distinct element of 𝐶, and 𝐶 ≠ 𝐶′ for 𝐶,𝐶′ ∈ 𝐻 to denote that 𝐶 and 𝐶′ are distinct
elements in 𝐻 (even if they are two different copies of the same set).
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Definition 3.2.2 (Weighted hypergraphs). A (weighted and undirected) hypergraph 𝐻 on vertex
set [𝑛] is a weight function wt𝐻 : 2[𝑛] → R≥0, i.e., a function from unordered sets 𝐶 ⊆ [𝑛] to
R≥0. The hypergraph is ≤ 𝑞-uniform if |𝐶 | > 𝑞 implies that wt𝐻(𝐶) = 0 and 𝑞-uniform if |𝐶 | ≠ 𝑞

implies that wt𝐻(𝐶) = 0.
A (weighted and directed) hypergraph 𝐻 on vertex set [𝑛] is a weight function wt𝐻 : 𝑆→ R≥0,

where 𝑆 denotes the set of all ordered subsets of [𝑛]. The hypergraph is ≤ 𝑞-uniform if for any
ordered set 𝐶 ⊆ [𝑛], |𝐶 | > 𝑞 implies that wt𝐻(𝐶) = 0 and 𝑞-uniform if |𝐶 | ≠ 𝑞 implies that
wt𝐻(𝐶) = 0.

For a subset𝑄 ⊆ [𝑛], we define the degree of𝑄 in𝐻, denoted deg𝐻(𝑄), to be
∑
𝐶∈[𝑛]𝑞 :𝑄⊆𝐶 wt𝐻(𝐶),

where we say that 𝑄 ⊆ 𝐶 if this containment holds as sets.

3.3 Locally decodable and correctable codes

We refer the reader to the survey [Yek12] for background.
A code is a map 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 . We say that 𝒞 is linear if the map 𝒞, when viewed as

a map from {0, 1}𝑘 → {0, 1}𝑛 via the mapping 0↔ 1 and 1↔ −1, is a linear map. We note that
for linear codes, 𝑘 = dim(𝒱), where𝒱 is the image of {0, 1}𝑘 under the map 𝒞. We will typically
let ℒ, as opposed to 𝒞, denote a linear code, and view ℒ as a map ℒ : {0, 1}𝑘 → {0, 1}𝑛 . We say
that 𝒞 is systematic if for every 𝑏 ∈ {−1, 1}𝑘 , 𝒞(𝑏)|[𝑘] = 𝑏. For a code 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 , we
will write 𝑥 ∈ 𝒞 to denote an 𝑥 = 𝒞(𝑏) for some 𝑏 ∈ {−1, 1}𝑘 .
Locally decodable codes. A locally decodable code is a code where one can recover any bit 𝑏𝑖 of
the original message 𝑏 with good confidence while only reading a few bits of the encoded string
in the presence of errors.
Definition 3.3.1 (Locally Decodable Code). A code 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 is (𝑞, 𝛿, 𝜀)-locally
decodable if there exists a randomized decoding algorithm Dec(·) with the following properties.
The algorithm Dec(·) is given oracle access to some 𝑦 ∈ {−1, 1}𝑛 , takes an 𝑖 ∈ [𝑘] as input, and
satisfies the following: (1) the algorithm Dec makes at most 𝑞 queries to the string 𝑦, and (2) for
all 𝑏 ∈ {−1, 1}𝑘 , 𝑖 ∈ [𝑘], and all 𝑦 ∈ {−1, 1}𝑛 such that Δ(𝑦,𝒞(𝑏)) ≤ 𝛿𝑛, Pr[Dec𝑦(𝑖) = 𝑏𝑖] ≥ 1

2 + 𝜀.
Here, Δ(𝑥, 𝑦) denotes the Hamming distance between 𝑥 and 𝑦, i.e., the number of indices 𝑣 ∈ [𝑛]
where 𝑥𝑣 ≠ 𝑦𝑣 .

Following known reductions [Yek12], locally decodable codes can be reduced to the following
normal form, which is more convenient to work with.
Definition 3.3.2 (Normal LDC). A code 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 is (𝑞, 𝛿, 𝜀)-normally decodable if
for each 𝑖 ∈ [𝑘], there is a 𝑞-uniform hypergraph matching 𝐻𝑖 with at least 𝛿𝑛 hyperedges such
that for every 𝐶 ∈ 𝐻𝑖 , it holds that Pr𝑏←{−1,1}𝑘 [𝑏𝑖 =

∏
𝑣∈𝐶 𝒞(𝑏)𝑣] ≥ 1

2 + 𝜀.
Fact 3.3.3 (Reduction to LDC Normal Form, Lemma 6.2 in [Yek12]). Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be
a code that is (𝑞, 𝛿, 𝜀)-locally decodable. Then, there is a code 𝒞′ : {−1, 1}𝑘 → {−1, 1}𝑂(𝑛) that is (𝑞, 𝛿′, 𝜀′)
normally decodable, with 𝛿′ ≥ 𝜀𝛿/3𝑞22𝑞−1 and 𝜀′ ≥ 𝜀/22𝑞 .

We recall the lower bound for linear 2-LDCs from [GKST06].
Fact 3.3.4 (Lemma 3.3, Lemma 3.5 in [GKST06]). Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a linear map, and
let 𝐺1, . . . ,𝐺𝑘 be matchings on 𝑛 vertices such that for every 𝑏 ∈ {0, 1}𝑘 and every 𝑖 ∈ [𝑘] and every
(𝑢, 𝑣) ∈ 𝐺𝑖 , it holds that 𝑥𝑢 + 𝑥𝑣 = 𝑏𝑖 , where 𝑥 = ℒ(𝑏). Suppose that 1

𝑘

∑𝑘
𝑖=1 |𝐺𝑖 | ≥ 𝛿𝑛. Then,

2𝛿𝑘 ≤ log2 𝑛.
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Locally correctable codes. A locally correctable code is defined similarly to a locally correctable
code, except that the decoder must now recover any bit 𝑥𝑢 of the (uncorrupted) encoded string.
Definition 3.3.5 (Locally correctable code). A map 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 is a (𝑞, 𝛿, 𝜀)-locally
correctable code if there exists a randomized decoding algorithm Dec(·) that takes input an oracle
access to some 𝑦 ∈ {−1, 1}𝑛 and a 𝑢 ∈ [𝑛], and has the following properties:

(1) (𝑞 queries) For any 𝑦 ∈ {−1, 1}𝑛 and 𝑢 ∈ [𝑛], Dec𝑦(𝑢)makes at most 𝑞 queries to the string 𝑦;
(2) ((1/2 + 𝜀)-correction with 𝛿𝑛 errors) For all 𝑏 ∈ {−1, 1}𝑘 , 𝑢 ∈ [𝑛], and all 𝑦 ∈ {−1, 1}𝑛 such

that Δ(𝑦,𝒞(𝑏)) ≤ 𝛿𝑛, Pr[Dec𝑦(𝑢) = 𝒞(𝑏)𝑢] ≥ 1/2 + 𝜀. Here, Δ(𝑥, 𝑦) denotes the Hamming
distance between 𝑥 and 𝑦, i.e., the number of indices 𝑣 ∈ [𝑛]where 𝑥𝑣 ≠ 𝑦𝑣 .

Definition 3.3.6 (Smooth LCCs [KT00]). A map 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 is a 𝛿-smooth 𝑞-locally
correctable code with completeness 1− 𝜀 if there exists a randomized decoding algorithm Dec(·)
that takes input an oracle access to some 𝑦 ∈ {−1, 1}𝑛 and a 𝑢 ∈ [𝑛], and has the following
properties:

(1) (𝑞 queries) For any 𝑦 ∈ {−1, 1}𝑛 and 𝑢 ∈ [𝑛], Dec𝑦(𝑢)makes at most 𝑞 queries to the string 𝑦;
(2) ((1− 𝜀)-completeness) For all 𝑏 ∈ {−1, 1}𝑘 , 𝑢 ∈ [𝑛], Pr[Dec𝒞(𝑏)(𝑢) = 𝒞(𝑏)𝑢] ≥ 1− 𝜀.
(3) (𝛿-smoothness) For all 𝑏 ∈ {−1, 1}𝑘 , 𝑢 ∈ [𝑛], 𝑥 = 𝒞(𝑏), 𝑣 ∈ [𝑛], Pr[Dec𝒞(𝑏)(𝑢) queries 𝑣] ≤ 1

𝛿𝑛 .
We will call such codes (𝑞, 𝛿, 1− 𝜀)-smooth LCCs.
Remark 3.3.7. Any 𝛿-smooth 𝑞-LCC with completeness 1 − 𝜀 is a (𝑞,𝜂𝛿, 1 − 𝜀 − 𝜂)-LCC for any
𝜂 > 0. Indeed, this follows because if we let 𝑦 ∈ {−1, 1}𝑛 be a corruption of a codeword 𝑥 ∈ 𝒞
with 𝜂𝛿𝑛 errors, then the probability that the smooth decoder queries a corrupted entry is ≤ 𝜂.
Fact 3.3.8 (Systematic Nonlinear Codes, Lemma A.5, Thm A.6 in [BGT17]). Let 𝒞 : {−1, 1}𝑘 →
{−1, 1}𝑛 be a 𝛿-smooth 𝑞-LCC with completeness 1− 𝜀. Then, there is a systematic code 𝒞′ : {−1, 1}𝑘′ →
{−1, 1}𝑛 that is a 𝛿-smooth 𝑞-LCC with completeness 1− 𝜀, where 𝑘′ = Ω(𝑘/log(1/𝛿)).

Like LDCs, (linear) LCCs admit a standard combinatorial characterization, formalized in the
definition below.
Definition 3.3.9 (Linear LCC in normal form). A linear code ℒ : {0, 1}𝑘 → {0, 1}𝑛 is (𝑞, 𝛿)-
normally correctable if for each 𝑢 ∈ [𝑛], there is a 𝑞-uniform hypergraph matching 𝐻𝑢 with at
least 𝛿𝑛 hyperedges such that for every 𝐶 ∈ 𝐻𝑢 and 𝑏 ∈ {−1, 1}𝑘 , it holds that

∏
𝑣∈𝐶 𝑥𝑣 = 𝑥𝑢

where 𝑥 = 𝒞(𝑏).
Every linear LCC can be transformed into a linear LCC in normal form with only a small loss

in parameters.
Fact 3.3.10 (Reduction to LCC normal form, Theorem 8.1 in [Dvi16]). Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be
a linear code that is (𝑞, 𝛿, 𝜀)-locally correctable. Then, there is a linear code ℒ′ : {0, 1}𝑘 → {0, 1}2𝑛 that is
(𝑞, 𝛿′)-normally correctable, with 𝛿′ ≥ 𝛿/2𝑞.

Below, we define design 3-LCCs, which are an idealized form of linear 3-LCCs in normal
form. We note that Reed–Muller codes, the best known construction of 3-LCCs, are designs (see
Section 12.11).
Definition 3.3.11 (Design 3-LCCs). Let 𝐻 ⊆

([𝑛]
4

)
denote a collection of subsets of 𝑛 of size exactly

4. We say that 𝐻 is a design if, for every pair of vertices 𝑢 ≠ 𝑣 ∈ [𝑛], there exists exactly one 𝐶 ∈ 𝐻
with {𝑢, 𝑣} ⊆ 𝐶.

We say that such an 𝐻 is a design 3-LCC of dimension 𝑘 if the subspace𝒱 B {𝑥 ∈ {0, 1}𝑛 :∑
𝑣∈𝐶 𝑥𝑣 = 0 ∀𝐶 ∈ 𝐻} ⊆ {0, 1}𝑛 has dimension 𝑘.
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Remark 3.3.12 (Connection between Definition 3.3.11 and Definition 3.3.9). Given a design 3-LCC
𝐻, we can construct the hypergraphs 𝐻𝑢 for 𝑢 ∈ [𝑛] in Definition 3.3.11 by letting 𝐻𝑢 B {𝐶 \ {𝑢} :
𝐶 ∈ 𝐻 and 𝑢 ∈ 𝐶} be the set of 𝐶 ∈ 𝐻 that contain 𝑢 (and then remove 𝑢). Because 𝐻 is a design,
for every pair 𝑢 ≠ 𝑣 ∈ [𝑛], there exists 𝐶 ∈ 𝐻 containing 𝑢 and 𝑣. So, there is exactly one 𝐶′ ∈ 𝐻𝑢

containing 𝑣, which implies that 𝐻𝑢 is a perfect 3-uniform hypergraph matching on [𝑛] \ {𝑢}, i.e.,
|𝐻𝑢 | = 𝑛−1

3 .

3.4 Concentration inequalities

We will rely on the following concentration inequalities. The first is the standard rectangular
Matrix Bernstein inequality.
Fact 3.4.1 (Rectangular Matrix Bernstein, Theorem 1.6 of [Tro12]). Let 𝑋1, . . . ,𝑋𝑘 be independent ran-
dom 𝑑1× 𝑑2 matrices with E[𝑋𝑖] = 0 and ∥𝑋𝑖 ∥ ≤ 𝑅 for all 𝑖. Let 𝜎2 ≥ max(∥E[∑𝑘

𝑖=1 𝑋𝑖𝑋
⊤
𝑖
]∥2, ∥E[∑𝑘

𝑖=1 𝑋
⊤
𝑖
𝑋𝑖]∥2).

Then for all 𝑡 ≥ 0, Pr[∥∑𝑘
𝑖=1 𝑋𝑖 ∥2 ≥ 𝑡] ≤ (𝑑1 + 𝑑2) exp( −𝑡

2/2
𝜎2+𝑅𝑡/3 ).

The second is the following non-commutative Khintchine inequality [LP91].
Fact 3.4.2 (Rectangular Matrix Khintchine Inequality, Theorem 4.1.1 of [Tro15]). Let 𝑋1, . . . ,𝑋𝑘 be
fixed 𝑑1× 𝑑2 matrices and 𝑏1, . . . , 𝑏𝑘 be i.i.d. from {−1, 1}. Let 𝜎2 ≥ max(∥∑𝑘

𝑖=1 𝑋𝑖𝑋
⊤
𝑖
]∥2, ∥∑𝑘

𝑖=1 𝑋
⊤
𝑖
𝑋𝑖]∥2).

Then

E

[
∥

𝑘∑
𝑖=1

𝑏𝑖𝑋𝑖 ∥2
]
≤

√
2𝜎2 log(𝑑1 + 𝑑2) ,

and

Pr[∥
𝑘∑
𝑖=1

𝑏𝑖𝑋𝑖 ∥2 ≥ 𝑡] ≤ (𝑑1 + 𝑑2) exp(−𝑡
2

2𝜎2
) .

The third concentration inequality is a result for combinatorial polynomials due to Schudy
and Sviridenko [SS12] that is the culmination of an influential line of work begun by Kim and
Vu [KV00].
Fact 3.4.3 (Concentration of polynomials, Theorem 1.2 in [SS12], specialized). Let 𝐻 ⊆

([𝑛]
𝑡

)
be a

collection of multilinear monomials of degree 𝑡 in 𝑛 {0, 1}-valued variables, and let 𝑓 (𝑥) B ∑
𝐶∈𝐻

∏
𝑖∈𝐶 𝑥𝑖 .

Let 𝑌1,𝑌2, . . . ,𝑌𝑛 be independent and identically distributed Bernoulli random variables with Pr[𝑌𝑖 =
1] = 𝜏. Then, for some absolute constant 𝑅 ≥ 1,

Pr[| 𝑓 (𝑌) −E 𝑓 (𝑌)| ≥ 𝜆] ≤ 𝑒2 max
{

max
𝑟=1,2,...,𝑡

𝑒−𝜆
2/𝜈0𝜈𝑟𝑅𝑡 , max

𝑟=1,2,...,𝑡
𝑒
−( 𝜆

𝜈𝑟 𝑅𝑡
)1/𝑟

}
,

where, for every 𝑟 ≤ 𝑡, 𝜈𝑟 = 𝜏𝑡−𝑟 maxℎ0⊆[𝑛],|ℎ0 |=𝑟 |{ℎ ∈ 𝐻 : ℎ ⊇ ℎ0}|.
Fact 3.4.4 (Chernoff bound). Let 𝑋1, . . . ,𝑋𝑛 be independent random variables taking values in {0, 1}.
Let 𝑋 =

∑𝑛
𝑖=1 𝑋𝑖 and 𝜇 = E[𝑋]. Then, for any 𝛿 ∈ [0, 1],

Pr {|𝑋 − 𝜇| ≥ 𝛿𝜇} ≤ 2𝑒−𝛿
2𝜇/3 .

Fact 3.4.5 (Matrix Chernoff [Tro15, Theorem 5.1.1]). Let 𝑋1, . . . ,𝑋𝑛 ∈ R𝑑×𝑑 be independent, random,
symmetric matrices such that 𝑋𝑖 ⪰ 0 and 𝜆max(𝑋𝑖) ≤ 𝑅 almost surely. Let 𝑋 =

∑𝑛
𝑖=1 𝑋𝑖 and 𝜇 =
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𝜆max(E[𝑋]). Then, for any 𝛿 ∈ [0, 1],

Pr {𝜆max(𝑋) ≥ (1+ 𝛿)𝜇} ≤ 𝑑 · exp
(
−𝛿

2𝜇

3𝑅

)
.

3.5 The sum-of-squares algorithm

We briefly define the key sum-of-squares facts that we use. These facts are all taken from [BS16,
FKP19].
Definition 3.5.1 (Pseudo-expectations over the hypercube). A degree 𝑑 pseudo-expectation Ẽ

over {−1, 1}𝑛 is a linear operator that maps degree ≤ 𝑑 polynomials on {−1, 1}𝑛 into real numbers
with the following three properties:

1. (Normalization) Ẽ[1] = 1.
2. (Booleanity) For any 𝑥𝑖 and any polynomial 𝑓 of degree ≤ 𝑑 − 2, Ẽ[ 𝑓 𝑥2

𝑖
] = Ẽ[ 𝑓 ].

3. (Positivity) For any polynomial 𝑓 of degree at most 𝑑/2, Ẽ[ 𝑓 2] ≥ 0.

We note that if E is the expectation operator of a distribution over {−1, 1}𝑛 , then E is a degree
𝑑 pseudo-expectation (for any 𝑑), and thus max𝑥∈{−1,1}𝑛 𝑓 (𝑥) ≤ maxẼ Ẽ[ 𝑓 ], where the second max
is taken over all degree 𝑑 pseudo-expectations Ẽ.

The SoS algorithm shows that we can efficiently maximize Ẽ[ 𝑓 ] over degree 𝑑 pseudo-
expectations Ẽ for a polynomial 𝑓 .
Fact 3.5.2 (Sum-of-squares algorithm, Corollary 3.40 in [FKP19]). Let 𝑓 (𝑥1, . . . , 𝑥𝑛) be a polynomial
of degree 𝑘, where the coefficients of 𝑓 are rational numbers with poly(𝑛) bit complexity. Let 𝑑 ≥ 𝑘. There
is an algorithm that, on input 𝑓 , 𝑑, runs in time 𝑛𝑂(𝑑) and outputs a value 𝛼 such that 𝛽 + 2−𝑛 ≥ 𝛼 ≥ 𝛽,
where 𝛽 is the maximum, over all degree 𝑑 pseudo-expectations Ẽ over {−1, 1}𝑛 , of Ẽ[ 𝑓 ].

We now list the other key properties of pseudo-expectations that we will use. First, we note
that pseudo-expectations satisfy the Cauchy-Schwarz inequality.
Fact 3.5.3 (SoS Cauchy-Schwarz inequality). Let 𝑓 , 𝑔 be polynomials with deg( 𝑓 ), deg(𝑔) ≤ 𝑑/2, and

let Ẽ be a degree 𝑑 pseudo-expectation. Then Ẽ[ 𝑓 𝑔] ≤
√

Ẽ[ 𝑓 2]Ẽ[𝑔2].
Next, we observe that SoS captures Grothendieck’s inequality, which we recall below.

Fact 3.5.4 (Grothendieck’s inequality). Let𝐴 be an 𝑛×𝑛 matrix and let 𝑠 = max𝑍∈R𝑛×𝑛 ,𝑍⪰0,𝑍𝑖,𝑖=1∀𝑖 tr(𝐴 ·
𝑍). Then, 𝑠 ≤ 𝐾𝐺∥𝐴∥∞→1, where 𝐾𝐺 ≤ 1.8 is a universal constant independent of 𝐴.
Fact 3.5.5 (SoS “knows of" Grothendieck). Let 𝐴 ∈ R𝑛×𝑛 . Let Ẽ be a pseudo-expectation over {−1, 1}𝑛
of degree ≥ 2. Then

Ẽ[𝑥⊤𝐴𝑥] ≤ 𝐾𝐺∥𝐴∥∞→1 ≤ 1.8∥𝐴∥∞→1 .

Proof. Since Ẽ is a pseudo-expectation of degree ≥ 2, the pseudo-moment matrix Ẽ[𝑥𝑥⊤] ⪰ 0.
Further, since Ẽ is over {−1, 1}𝑛 , Ẽ[𝑥2

𝑖
] = 1 for every 𝑖 ∈ [𝑛]. Thus, the matrix 𝑍 = Ẽ[𝑥𝑥⊤] ⪰ 0,

and has 𝑍𝑖,𝑖 = 1. Applying Fact 3.5.4 completes the proof. □

Fact 3.5.6 (SoS “knows” spectral norm bounds). Let 𝐴 ∈ R𝑛×𝑛 . Let Ẽ be a pseudo-expectation over
{−1, 1}𝑛 of degree ≥ 2, and let 𝑊 be a symmetric PSD matrix. Then

Ẽ[𝑥⊤𝐴𝑥] ≤ ∥𝑊−1/2𝐴𝑊−1/2∥2Ẽ[𝑥⊤𝑊𝑥] ≤ ∥𝑊−1/2𝐴𝑊−1/2∥2 · tr(𝑊) .
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Proof. Since Ẽ is a pseudo-expectation of degree ≥ 2, the pseudo-moment matrix Ẽ[𝑥𝑥⊤] ⪰ 0.
Further, since Ẽ is over {−1, 1}𝑛 , Ẽ[𝑥2

𝑖
] = 1 for every 𝑖 ∈ [𝑛]. Thus, the matrix 𝑍 = Ẽ[𝑥𝑥⊤] ⪰ 0,

and has 𝑍𝑖,𝑖 = 1.
We then have that

Ẽ[𝑥⊤𝐴𝑥] = Ẽ[(𝑊1/2𝑥)⊤𝑊−1/2𝐴𝑊−1/2(𝑊𝑥)] ≤ ∥𝑊−1/2𝐴𝑊−1/2∥2Ẽ[𝑥⊤𝑊𝑥] ≤ ∥𝑊−1/2𝐴𝑊−1/2∥2tr(𝑊) ,

where the first inequality holds because for any matrix 𝐵, the matrix ∥𝐵∥2 · I− 𝐵 is PSD, and the
second inequality holds because Ẽ[𝑥⊤𝑊𝑥] = ∑𝑛

𝑖=1 𝑍𝑖,𝑖𝑊𝑖 = tr(𝑊). □

Finally, we observe that Ẽ[ 𝑓 ] ≥ 0 holds for all nonnegative 𝑓 on 𝑘 variables, provided that the
degree 𝑑 is at least 2𝑘.
Fact 3.5.7. Let 𝑓 (𝑥1, . . . , 𝑥𝑘) be a non-negative degree ≤ 𝑘 multilinear polynomial in 𝑥1, . . . , 𝑥𝑘 , i.e.,
𝑓 (𝑥1, . . . , 𝑥𝑘) ≥ 0 for all 𝑥1, . . . , 𝑥𝑘 ∈ {−1, 1}𝑘 . Let Ẽ be a pseudo-expectation of degree 𝑑 over {−1, 1}𝑛 ,
where 𝑑 ≥ 2𝑘. Then, Ẽ[ 𝑓 ] ≥ 0.

3.6 Facts about binomial coefficients

Fact 3.6.1. Let 𝑛, ℓ , 𝑞 be positive integers such that 𝑛/2 ≥ ℓ ≥ 𝑞. Then, 𝑒3𝑞(ℓ/𝑛)𝑞 ≥
(𝑛−2𝑞
ℓ−𝑞

)
/
(𝑛
ℓ

)
≥

𝑒−3𝑞(ℓ/𝑛)𝑞 .

Proof. We compute the ratio(
𝑛 − 2𝑞
ℓ − 𝑞

)
/
(
𝑛

ℓ

)
=

(𝑛 − 2𝑞)!
(ℓ − 𝑞)!(𝑛 − ℓ − 𝑞)! ·

ℓ !(𝑛 − ℓ )!
𝑛!

=

(
𝑛 − ℓ
𝑞

) (
ℓ

𝑞

)
/
(
2𝑞
𝑞

) (
𝑛

2𝑞

)
.

This implies that(
𝑛 − 2𝑞
ℓ − 𝑞

)
/
(
𝑛

ℓ

)
≤ 𝑒2𝑞

(
𝑛 − ℓ
𝑞

) 𝑞 (
ℓ

𝑞

) 𝑞
· 2−𝑞

(
𝑛

2𝑞

)−2𝑞

≤ 𝑒2𝑞𝑞−2𝑞2−𝑞(2𝑞)2𝑞
(
𝑛 − ℓ
𝑛

) 𝑞 (
ℓ

𝑛

) 𝑞
≤ 𝑒3𝑞

(
ℓ

𝑛

) 𝑞
,

and that(
𝑛 − 2𝑞
ℓ − 𝑞

)
/
(
𝑛

ℓ

)
≥

(
𝑛 − ℓ
𝑞

) 𝑞 (
ℓ

𝑞

) 𝑞
· 2−2𝑞

(
𝑒𝑛

2𝑞

)−2𝑞

= 𝑒−2𝑞 ·
(
𝑛 − ℓ
𝑛

) 𝑞 (
ℓ

𝑛

) 𝑞
≥ 𝑒−2𝑞2−𝑞

(
ℓ

𝑛

) 𝑞
≥ 𝑒−3𝑞

(
ℓ

𝑛

) 𝑞
,

where we use that ℓ ≤ 𝑛/2. Throughout, we use that
(
𝑛
𝑘

) 𝑘 ≤ (𝑛
𝑘

)
≤

(
𝑒𝑛
𝑘

) 𝑘 . □

Fact 3.6.2. Let 𝑛, ℓ , 𝑞 be positive integers such that 𝑛/2 ≥ ℓ ≥ 𝑞. Then, 𝑒2𝑞(ℓ/𝑛)𝑞 ≥
( 𝑛
ℓ−𝑞

)
/
(𝑛
ℓ

)
≥

𝑒−𝑞(ℓ/𝑛)𝑞 .

Proof. We compute the ratio(
𝑛

ℓ − 𝑞

)
/
(
𝑛

ℓ

)
=

𝑛!
(ℓ − 𝑞)!(𝑛 − ℓ + 𝑞)! ·

ℓ !(𝑛 − ℓ )!
𝑛!

=

(
ℓ

𝑞

)
/
(
𝑛 − ℓ + 𝑞

𝑞

)
.
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This implies that (
𝑛

ℓ − 𝑞

)
/
(
𝑛

ℓ

)
≤ 𝑒𝑞ℓ 𝑞

(𝑛 − ℓ + 𝑞)𝑞 ≤ 𝑒
𝑞 ·

(
2ℓ
𝑛

) 𝑞
≤ 𝑒2𝑞ℓ 𝑞

𝑛𝑞
, and(

𝑛

ℓ − 𝑞

)
/
(
𝑛

ℓ

)
≥ 𝑒−𝑞ℓ 𝑞

(𝑛 − ℓ + 𝑞)𝑞 ≥
𝑒−𝑞ℓ 𝑞

𝑛𝑞
,

where we use that
(
𝑛
𝑘

) 𝑘 ≤ (𝑛
𝑘

)
≤

(
𝑒𝑛
𝑘

) 𝑘 . □

Fact 3.6.3. Let 𝑛, 𝑟, 𝑡, ℓ be integers with 𝑡 ≤ 𝑟 and ℓ ≥ 𝑟. Then, it holds that(𝑟
𝑡

)
𝑡!
(𝑛
ℓ

) ( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛−2𝑟
ℓ−𝑟

) (𝑛−2𝑟
ℓ−𝑟

) ≤
(
1+ 𝑂(ℓ

2)
𝑛

)
𝑛𝑡

(ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

) .

Proof. First, we have that(𝑛
ℓ

) ( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛−2𝑟
ℓ−𝑟

) (𝑛−2𝑟
ℓ−𝑟

) ≤ (
1+ 𝑂(ℓ

2)
𝑛

)
𝑛ℓ

ℓ !
· 𝑛ℓ−(2𝑟−𝑡)

(ℓ − (2𝑟 − 𝑡))! ·
(ℓ − 𝑟)!
𝑛ℓ−𝑟

(ℓ − 𝑟)!
𝑛ℓ−𝑟

≤
(
1+ 𝑂(ℓ

2)
𝑛

)
𝑛𝑡
(ℓ − 𝑟)!
ℓ !

· (ℓ − 𝑟)!
(ℓ − (2𝑟 − 𝑡))! .

We now observe that(
𝑟

𝑡

)
𝑡!
(ℓ − 𝑟)!
ℓ !

· (ℓ − 𝑟)!
(ℓ − (2𝑟 − 𝑡))! =

𝑟!
(𝑟 − 𝑡)! ·

(ℓ − 𝑟)!
ℓ !

· (ℓ − 𝑟)!
(ℓ − (2𝑟 − 𝑡))!

=
1(ℓ
𝑟

) · 1
(𝑟 − 𝑡)! ·

(ℓ − 𝑟)!
(ℓ − (2𝑟 − 𝑡))!

=

(ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

) ,

which finishes the proof. □
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Chapter 4

Background and Results

Four decades of work in computational complexity has uncovered strong hardness results for
constraint satisfaction problems (CSPs) such as 𝑘-SAT that leave only a little room for non-trivial
efficient algorithms in the worst case. Strong hardness of approximation [Hås01] essentially rule
out (unless P = NP) any improvement over simply returning a uniformly random assignment
when the input instance is sparse (i.e., has 𝑚 = 𝑂(𝑛) constraints on 𝑛 variables). While there is
a polynomial time approximation scheme (PTAS) [AKK95] for maximally dense instances (e.g.,
with 𝑚 = 𝑂(𝑛𝑘) constraints for 𝑘-SAT), under the exponential time hypothesis [IP01], we can
already rule out polynomial time algorithms for 𝑜(𝑛𝑘) dense instances and more generally, 2𝑛

1−𝛿

time algorithms for any 𝛿 > 0 for 𝑜(𝑛𝑘−1) dense instances [FLP16].

Search and refutation in the average case. In sharp contrast, in well-studied average-case settings,
there appears to be significant space for new algorithms and markedly better guarantees for
CSPs. CSPs can be studied as two natural problems in such average-case settings: the problem of
refutation — where we focus on efficiently finding witnesses of unsatisfiability for models largely
supported on unsatisfiable instances, and the problem of search — where our goal is to find an
assignment that the model guarantees is planted in the instance.

The refutation problem has been heavily investigated in the past two decades. For fully random
𝑘-CSPs with uniformly random clause structure (i.e., which variables appear in each clause) and
“literal pattern” (i.e., which variables appear negated in each clause), there is a polynomial-time
algorithm that, with high probability over the instance, certifies that the instance is unsatisfiable,
provided that 𝑚 is at least �̃�(𝑛𝑘/2) [GL03, CGL04, AOW15, BM16, RRS17]. This threshold is far
below the ∼ 𝑛𝑘 hardness threshold of [FLP16] for worst-case instances. Furthermore, lower bounds
in various restricted models [Fei02, BGMT12, OW14, MW16, BCK15, KMOW17, FPV18] provide
some evidence that this threshold might be tight for polynomial time algorithms. Adding to this
rich theory is the fascinating work of [FKO06] that shows that random CSPs admit polynomial-
time verifiable certificates of non-trivial upper bounds on the value even when 𝑚 ∼ 𝑛𝑘/2−𝛿𝑘 – i.e.,
when number of constraints are polynomially smaller than the threshold for efficient refutation.

The search problem for planted models of CSPs has also received a fair bit of attention. The
setting naturally arises in the investigation of local one-way functions and pseudorandom gen-
erators in cryptography. Indeed, the security of the well-known one-way function proposed
by Goldreich [Gol00] (also conjectured to be a pseudorandom generator [MST06, App16]) is
equivalent to the hardness of recovering a satisfying assignment planted (via a carefully chosen
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procedure) in a random CSP instance with an appropriate predicate. This has led to significant
research on solving fully random planted CSPs [BHL+02, JMS07, BQ09, CCF10, FPV15]. Specifi-
cally, Feldman, Perkins and Vempala [FPV15] showed that for fully random planted 𝑘-CSPs with
planted assignment 𝑥∗, there is a polynomial-time algorithm that, with high probability over
the instance, recovers the planted assignment 𝑥∗ exactly, provided that the instance has at least
�̃�(𝑛𝑘/2) constraints. That is, the refutation and search versions have the same clause threshold.

Beyond the average case: semirandom and smoothed instances. The phenomenal progress in
average-case algorithm design notwithstanding, there is a nagging concern that the algorithms
that have been developed rely too heavily on “brittle” properties of a specific random model.
That is, the methods may have “overfitted” to the specific setting of random CSPs, and thus the
resulting algorithms only apply in this limited setting. Unfortunately, this fear turns out to be
rather well-founded — natural spectral algorithms for refuting random 𝑘-CSPs and solving the
natural planted variants break down under minor perturbations, including very weak modifica-
tions to the input model such as the introduction of a vanishingly small fraction of additional
clauses.

Motivated by such concerns, Blum and Spencer [BS95] and later Feige and Kilian [FK01, Fei07]
and Spielman and Teng [ST03] introduced semirandom and smoothed models for optimization
problems. In semirandom models, the instances are constructed by a combination of benign
average-case and adversarial worst-case choices; in smoothed models, the instances are con-
structed by applying only a small perturbation to an otherwise worst-case input. Algorithms that
succeed for such models are naturally “robust” to perturbations of the input instance.

For CSPs, a semirandom instance is generated by first choosing a “worst-case” clause structure
and then choosing the literal negation patterns in each clause via some sufficiently random
(and thus “benign”) process. In the model for refutation, the literal negation patterns are chosen
uniformly at random, which makes the instance unsatisfiable with high probability. In the planted
model, one has to sample these negation patterns carefully to simultaneously ensure that (1) the
instance has a planted assignment and (2) the negation patterns do not leak information about
the planted assignment in a trivial way.

The smoothed model is a generalization of the semirandom model for refutation. In the
smoothed model with smoothing probability 𝑝, an instance is generated by starting from an
arbitrary (i.e., worst-case) instance, and then negating each literal in each clause independently
with probability 𝑝. Note that when we take 𝑝 = 1/2, we recover the semirandom model for
refutation, and in both the semirandom and smoothed models, the clause structure of the instance
is worst-case, with the only randomness coming from the literal negation patterns.

4.1 Refuting CSPs in semirandom and smoothed models

We will break our results into two sections, one to discuss the task of refutation and one to discuss
solving CSPs in planted models. For the case of refutation, we will focus the discussion on the
case of smoothed models, of which the semirandom model is a special case.

In this thesis, we develop new spectral techniques, namely the Kikuchi matrix method, that
yield strong refutation algorithms for all smoothed Boolean 𝑘-CSPs with (a possibly sharp)
trade-off between running time and number of constraints matching that of fully random 𝑘-
CSPs [RRS17], up to polylogarithmic factors. In particular, our results show that the algorithmic

32



task of strong refutation in the significantly “randomness starved” setting of smoothed instances
is no harder than in a fully random instance.

In Part II, we will use these same techniques to prove Feige’s conjectured hypergraph Moore
bound, a conjecture on the extremal girth vs. density trade-off for hypergraphs that generalizes
the well-known Moore bound for graphs. Our proof uses Kikuchi matrices to give a new spectral
double counting argument that relates subexponential-time smoothed refutation algorithms and
the existence of cycles (even covers) in hypergraphs. As a corollary of the hypergraph Moore
bound, we show that there are efficiently verifiable witnesses of unsatisfiability for smoothed
instances of all 𝑘-CSPs with 𝑚 ∼ 𝑛𝑘/2−𝛿𝑘 constraints, for some constant 𝛿𝑘 , which is polynomially
smaller than the threshold at which efficient refutation algorithms exist even for random 𝑘-CSPs.
This second result generalizes the work of [FKO06] for random CSPs to the semirandom and
smoothed models.

Taken together, our results can be interpreted as suggesting that the worst-case picture of
complexity of CSPs arises entirely because of islands of pathology: most instances “around” the
worst-case hard ones are in fact essentially as easy as random, for both refutation algorithms as
well as existence of refutation witnesses. Further, in a precise sense, the difficulty of worst-case
instances can be attributed to the worst-case literal patterns, rather than the clause structure.

Our contribution is shown visually in Fig. 4.1. Fig. 4.1 plots the time vs. # constraints trade-off
for refuting random and smoothed 3-SAT instances (along with the analogous trade-off for
approximation schemes for worst-case instances). Our contribution is the smoothed case (blue
line), which shows that smoothed 3-SAT instances can be refuted with the same trade-off as
random ones (green line). We also show that there exist efficiently verifiable refutation witnesses
for smoothed instances at 𝑛1.4 constraints (purple line), matching the result for random instances
due to [FKO06].

Before we formally state our results, let us recall the standard notation to talk about CSPs.
Definition 4.1.1 (𝑘-ary Boolean CSPs). A CSP instance Ψ with a 𝑘-ary predicate 𝑃 : {−1, 1}𝑘 →
{0, 1} is a set of𝑚 constraints on variables 𝑥1, . . . , 𝑥𝑛 of the form 𝑃(𝜉( ®𝐶)1𝑥 ®𝐶1

, 𝜉( ®𝐶)2𝑥 ®𝐶2
, . . . , 𝜉( ®𝐶)𝑘𝑥 ®𝐶𝑘 ) =

1. Here, ®𝐶 ranges over a collection ®𝐻 of scopes1 (a.k.a. clause structure) of 𝑘-tuples of 𝑛 variables
and 𝜉( ®𝐶) ∈ {−1, 1}𝑘 are “literal negations”, one for each ®𝐶 in ®𝐻. We let valΨ(𝑥) denote the fraction
of constraints satisfied by an assignment 𝑥 ∈ {−1, 1}𝑛 , and we define the value of Ψ, val(Ψ), to be
max𝑥∈{−1,1}𝑛 valΨ(𝑥).
Definition 4.1.2 (Random, semirandom, and smoothed models for refutation). In a random
(sometimes, fully random in order to disambiguate from related models) instance, 𝐻 is a collection
of 𝑚 uniformly random and independently chosen 𝑘-tuples and the 𝜉(𝐶)’s are chosen uniformly
at random and independently from {−1, 1}𝑘 for each 𝐶.

In a semirandom instance, 𝐻 is arbitrary (i.e., worst-case) and 𝜉(𝐶) ∈ {−1, 1}𝑘 are sampled
uniformly at random and independently for each 𝐶.

In a smoothed instance, 𝐻 is arbitrary (i.e., worst-case) and 𝜉(𝐶) ∈ {−1, 1}𝑘 are obtained by
starting with arbitrary (i.e., worst-case) 𝜉′(𝐶) ∈ {−1, 1}𝑘 for each 𝐶 and then for each 𝐶, 𝑖, setting
𝜉(𝐶)𝑖 = 𝜉′(𝐶)𝑖 with probability 0.99 and 𝜉(𝐶)𝑖 = −𝜉′(𝐶)𝑖 with probability 0.01, independently.

We note that the semirandom model is more general than the random model, and the
smoothed model is more general than the semirandom model.

1We additionally allow ®𝐻 to be a multiset, i.e., that multiple clauses can contain the same ordered set of variables.
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Figure 4.1: Time vs. # constraints trade-off for refuting random and smoothed 3-SAT instances,
and for approximation schemes for worst-case instances. The smoothed case is our contribution.
We also prove that refutation witnesses exist for smoothed instances at the purple line, i.e., 𝑛1.4

constraints.

Definition 4.1.3 (Weak, Strong and Tight refutation algorithms). A refutation algorithm takes as
input a CSP instance 𝜙 and outputs a value alg-val(𝜙) ∈ [0, 1] with alg-val(𝜙) ≥ val(𝜙) for all 𝜙.
For a distribution𝒟 over 𝜙, we say that the refutation algorithm weakly refutes instances drawn
from 𝒟 if with high probability over 𝜙 ∼ 𝒟, alg-val(𝜙) < 1. We also define strong refutation
(alg-val(𝜙) < 1− 𝛿 for some absolute constant 𝛿 > 0) and 𝜀-tight refutation (alg-val(𝜙) < val(𝜙)+ 𝜀,
where 𝜀 is a parameter of the algorithm that can be made arbitrarily small) analogously.

4.1.1 Algorithms for refuting smoothed CSPs

Our first main result gives a (possibly sharp) trade-off between running time and number of
constraints for strongly refuting smoothed CSP instances.
Theorem 1 (Smoothed refutation, informal Theorem 5.5.4). For every ℓ = ℓ (𝑛), there is a 𝑛𝑂(ℓ )-time

strong refutation algorithm for smoothed CSPs with 𝑚 ≥ 𝑚0 = �̃�(𝑛) ·
(
𝑛
ℓ

) ( 𝑡2−1) constraints. That is, for
any CSP instance 𝜙 with 𝑚 ≥ 𝑚0 constraints, with probability 0.99 over the smoothing 𝜙𝑠 of 𝜙, the
algorithm outputs alg-val(𝜙𝑠) ≤ 1− 𝛿 for some absolute constant 𝛿 > 0.

Here, 𝑡 = 𝑡(𝑃) ≤ 𝑘 is the “degree of uniformity” of 𝑃 – the smallest integer 𝑡 ≤ 𝑘 such that there is no
𝑡-wise uniform distribution (Definition 5.5.3) on {−1, 1}𝑘 supported entirely on the satisfying assignments
𝑃−1(1) ⊆ {−1, 1}𝑘 .

In order to understand the trade-off described by the theorem, let us apply it to two examples.
Example 4.1.4. For 𝑘-SAT, 𝑃 is the Boolean OR function. We thus have 𝑡(𝑃) = 𝑘, as the uniform
distribution on odd-parity strings is supported on 𝑃−1(1) and is (𝑘 − 1)-wise uniform. Our result
gives a polynomial time algorithm to strongly refute smoothed instances of 𝑘-SAT whenever the
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number of constraints 𝑚 ≥ �̃�(𝑛 𝑘
2 ). More generally, for any 𝛿 > 0, in time 2𝑂(𝑛

𝛿) the algorithm
strongly refutes smoothed instances with ≥ �̃�(𝑛(1−𝛿) 𝑘2+𝛿) constraints.
Example 4.1.5. Consider the “Hadamard predicate” 𝑃 on 𝑘 = 22𝑞−1 bits where 𝑃(𝑥) = 1 if and
only if 𝑥 is a codeword of the truncated Hadamard code, i.e., 𝑥 is a truth table of a linear function,
excluding the all 0’s function. Hadamard CSPs naturally appear in the design of query efficient
PCPs. Here, 𝑡(𝑃) = 3 ≪ 𝑘, so our theorem gives a polynomial-time algorithm to strongly
refute smoothed instances of the Hadamard CSP with at least �̃�(𝑛1.5) constraints, and a 2𝑛

𝛿
-time

algorithm for instances with at least �̃�(𝑛1.5−𝛿/2) constraints ∀𝛿 ∈ (0, 1].
Comparison with prior results. Theorem 1 can be directly compared to works on refuting
random, semirandom and smoothed (in the order of increasing generality) CSPs.

Building on [AOW15, BM16], Raghavendra, Rao and Schramm [RRS17] proved the same
trade-off (up to a polylog(𝑛) factor in 𝑚) between running time and number of constraints
required as in Theorem 1 for the significantly simpler special case of fully random CSPs – when
the clause structure and the literal patterns are chosen uniformly at random from the respective
domains. Our result shows that the same trade-off holds for smoothed instances – i.e., with
worst-case clause structure and small random perturbations of worst-case literal patterns. All
known efficient refutation algorithms, including ours and that of [RRS17], can in hindsight be
interpreted as an analysis of the canonical sum-of-squares (SoS) relaxation (Section 3.5) for the
max 𝑘-CSP problem. For random CSPs (and thus also for the more general smoothed instances
we study) the trade-off we obtain is known to be essentially tight [KMOW17, BCK15] for such
“SoS-encapsulated” algorithms: this fact is often taken as evidence of sharpness of this trade-off.

Much less is known about refuting CSPs in the more general semirandom and smoothed models.
Feige [Fei07] gave a weak refutation algorithm for refuting smoothed and semirandom instances of
3-SAT. His techniques apply to all 3-CSPs but do not seem to extend to either strong refutation or 4-
CSPs. More recently, in a direct precursor to this work, Abascal, Guruswami and Kothari [AGK21]
gave a polynomial time algorithm for refuting semirandom instances of all CSPs – thus obtaining
one of the extreme points (corresponding to ℓ = 𝑂(1)) in the trade-off in Theorem 1 above.
Theorem 1 relies on a key idea from their work (row bucketing) along with several new ideas
discussed below.

Algorithms for refuting semirandom 𝑘-XOR. Our main technical result is an algorithm for
tight refutation of semirandom instances of 𝑘-XOR. Theorem 1 then follows by a simple blackbox
reduction (see Section 5.5) that relies on a dual polynomial introduced in [AOW15]. For the
special case of 𝑘-XOR, an instance 𝜙 is completely described by an arbitrary 𝑘-uniform instance
hypergraph 𝐻 and a collection of “right-hand sides” 𝑏𝐶 ∈ {−1, 1}, one for each 𝐶 ∈ 𝐻; in the
notation of Definition 4.1.1, we have 𝑏𝐶 =

∏𝑘
𝑖=1 𝜉(𝐶)𝑖 . One can associate to 𝜙 a homogeneous

degree 𝑘 polynomial 𝜙(𝑥) on the hypercube {−1, 1}𝑛 :

𝜙(𝑥) = 1
𝑚

∑
𝐶∈𝐻

𝑏𝐶

∏
𝑖∈𝐶

𝑥𝑖 .

This polynomial 𝜙(𝑥) computes the “advantage over 1/2” of an assignment 𝑥. That is, the value
of the associated instance is 1

2 + 1
2 max𝑥∈{−1,1}𝑛 𝜙(𝑥). Tight refutation corresponds to certifying

that 𝜙(𝑥) ≤ 𝜖 for arbitrary 𝜖 > 0.
Theorem 4.1.6 (Tight refutation of semirandom 𝑘-XOR, informal Theorem 5.3.1). For every 𝑘 ∈ N

and ℓ = ℓ (𝑛) and every 𝜖 > 0, there is a 𝑛𝑂(ℓ ) time 𝜖-tight refutation algorithm for homogeneous degree 𝑘
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polynomials that succeeds with probability at least 0.99 over the draw of the coefficients i.i.d. uniform on

{−1, 1}, whenever the associated hypergraph 𝐻 has 𝑚 ≥ 𝑛
(
𝑛
ℓ

) 𝑘
2−1 · poly( log 𝑛

𝜖 ) hyperedges.
In particular, for every 𝛿 > 0, we obtain a 2𝑂(𝑛

𝛿)-time 𝜖-tight refutation algorithm for semirandom
𝑘-XOR instances with 𝑚 ≫ �̃�(𝑛) · 𝑛(1−𝛿)( 𝑘2−1)poly( 1𝜀 )-constraints.

Prior works and brief comparison of techniques. The trade-off above (up to polylog(𝑛) factors in
𝑚) matches the one obtained for refuting fully random 𝑘-XOR [RRS17]. Our techniques, however,
necessarily need to be significantly different, as the analysis in [RRS17] (and related works it
built on [CGL04, BM16, AOW15]) crucially rely on the randomness of the hypergraph 𝐻. In
particular, the refutation in [RRS17] uses the spectral norm of a certain “symmetric tensor power”
of the canonical matrix obtained from the instance. They analyze this matrix using a technical
tour-de-force argument using the trace moment method.2 A couple of follow-up works have
attempted to simplify the analyses in [RRS17]. Wein, Alaoui and Moore [WAM19] succeeded in
giving a simpler proof (introducing the Kikuchi matrix, a variant of which is central to this work)
for the case of random 𝑘-XOR for even 𝑘, and they also suggest that a natural generalization of
their Kikuchi matrix for random odd 𝑘 will work (their suggestion does not pan out, as we prove
in Section 5.6). In a recent work, Ahn [Ahn20] simplified some aspects of the analysis of the
“symmetric tensor power” matrix in the analysis of [RRS17]. To summarize, the tools in prior
works on random CSPs for analyzing the spectra of relevant correlated random matrices seem to
use the randomness of the hypergraph both heavily and in a rather opaque manner.

For the more general setting of semirandom 𝑘-XOR refutation, the best known result [AGK21]
obtained an extreme point in the trade-off (i.e., the case of ℓ = 𝑂(1)). That work analyzes the
∞→ 1-norm of the canonical matrix associated with the CSP instance. In this special case when
ℓ = 𝑂(1), it turns out that handling 3-XOR instances allows deriving all larger 𝑘 as a corollary.
For the case of 3-XOR, their analysis relies on a new row bucketing step according to the butterfly
degree of a pair of vertices (a new notion that they define), along with a certain pseudo-random vs
structure decomposition for arbitrary 3-uniform hypergraphs associated with the 3-XOR instance.

To prove Theorem 4.1.6, we build on [AGK21] and introduce a few new tools. For even 𝑘,
the Kikuchi matrix of [WAM19] analyzed using the row bucketing idea (with an appropriate
generalization of the butterfly degree) of [AGK21] yields a correct trade-off (see Section 2.2). The
case of odd 𝑘 turns out to be significantly more challenging (as has always been the case in CSP
refutation) and needs new ideas. We introduce a variant of the Kikuchi matrix for this purpose.
Unlike the case of even 𝑘 (and the algorithm in [AGK21]), the spectral norm of this matrix is
provably too large to yield a refutation, even for random instances. Indeed, this is why the strategy
suggested by [WAM19] fails, as we show in Section 5.6. Instead, we use the row pruning strategy
(Section 2.3) and refute the instance using the spectral norm of a matrix obtained by pruning
away appropriately chosen rows. We then show that the number of pruned rows is not too large,
and so does not contribute too much to the∞→ 1-norm of the full matrix.

The row pruning step motivates a definition of regularity, a collection of natural pseudorandom
properties that relate to well-spreadness in the intersection structure of the hyperedges in the
instance hypergraph.3 We then show that the hyperedges in every 𝑘-uniform hypergraph can
be decomposed, via a regularity decomposition lemma, into 𝑘′-uniform hypergraphs for 𝑘′ ≤ 𝑘,

2Just the technical argument in [RRS17] runs over 20 pages!
3This is closely related to the notion of spread encountered in recent work on the sunflower conjecture [ALWZ20,

Rao23].

36



along with some “error” hyperedges, such that (i) each of the 𝑘′-uniform hypergraphs satisfies
regularity, and (ii) refuting all of these 𝑘′-XOR instances provides a refutation for the original
instance. We explain our row pruning and the regularity decomposition steps in more detail in
Section 5.1.

4.1.2 Refutation witnesses for smoothed CSPs below the spectral threshold

In a one-of-a-kind result, Feige, Kim and Ofek [FKO06] (henceforth, FKO) proved that with high
probability over the draw of a fully random 3-SAT instance 𝜓, there is a polynomial size witness
that weakly refutes 𝜓 if 𝜓 has 𝑚 ∼ �̃�(𝑛1.4) constraints. Formally, there is a polynomial time
non-deterministic refutation algorithm that succeeds in finding a refutation with high probability
over the drawn of a fully random 3-SAT instance with 𝑚 ∼ �̃�(𝑛1.4) constraints. On the other hand,
all known polynomial time deterministic refutation algorithms require the input random instance
to have Ω(𝑛1.5) constraints – this bound is often called the spectral threshold. The fastest known
refutation algorithm [RRS17] for instances with ∼ 𝑛1.4 constraints runs in time 2𝑛

0.2
, matching

the SoS lower bound [KMOW17]. Thus, intriguingly, the FKO result shows the existence of
polynomial time verifiable refutation witnesses (i.e., certificates of an upper bound of 1− 𝑜𝑛(1) on
the value) at a constraint density at which there are no known 2𝑛

𝑜(1)
-time refutation algorithms.

Does such a “gap” between thresholds for existence vs efficient computability of refutation
witnesses persist for semirandom and smoothed instances, i.e., instances with worst-case constraint
hypergraphs?

In 2008, Feige [Fei08] made an elegant conjecture on the existence of even covers in sufficiently
dense hypergraphs. This conjecture can be interpreted as generalizing to hypergraphs the classical
Moore bound on the girth of graphs with a given number of edges. If true, Feige’s conjecture
implies that the FKO result holds for all semirandom and smoothed CSP instances – in particular,
the FKO result does not rely on the properties of the underlying hypergraph at all.

In Part II of this thesis, we will prove this conjecture. Combining this result with our smoothed
refutation algorithms (Theorem 1), we immediately obtain a generalization of the FKO result that
yields a polynomial time non-deterministic refutation algorithm for smoothed instances of all
𝑘-ary CSPs with number of constraints 𝑚 polynomially below the spectral threshold of 𝑛𝑘/2.
Theorem 2 (Informal Theorem 6.0.2). There is a non-deterministic polynomial time algorithm that

weakly refutes smoothed instances of any 𝑘-CSP with 𝑚 ≥ 𝑚0 = �̃�(𝑛
𝑘
2−

𝑘−2
2(𝑘+8) )-constraints. For the special

case of 𝑘 = 3, 𝑚0 = �̃�(𝑛1.4).

4.2 Solving planted CSPs in semirandom models

In this section, we discuss our results for solving CSPs in planted models.
In this thesis, we give an algorithm for the search variant of CSPs in the semirandom setting.

Our result gives an efficient algorithm for solving semirandom planted CSPs that succeeds in
finding the planted assignment whenever the number of constraints exceeds �̃�(𝑛𝑘/2)— the same
threshold at which polynomial time algorithms exist for the refutation problem for random (and
semirandom) instances.
Theorem 3 (Algorithm for planted CSPs, informal Theorem 4). There is an efficient algorithm that
takes as input a 𝑘-CSP Ψ and outputs an assignment 𝑥 with the following guarantee: if Ψ is a semirandom
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planted 𝑘-CSP with 𝑚 ≥ �̃�(𝑛𝑘/2) constraints, then with high probability over Ψ, the output 𝑥 satisfies
valΨ(𝑥) ≥ 1− 𝑜(1), i.e., 𝑥 satisfies 1− 𝑜(1)-fraction of the constraints in Ψ.

We note that in the semirandom setting, it is not possible to efficiently recover an assignment
that satisfies all of the constraints without being able to do so even when 𝑚 = 𝑂(𝑛).4 This
is because it is easy to construct a semirandom instance Ψ that is the “union” of two disjoint
instances Ψ1 and Ψ2, where Ψ1 and Ψ2 use disjoint sets of 𝑛/2 variables, but Ψ1 only has
𝑚1 ∼ 𝑂(𝑛) clauses (and Ψ2, therefore, contains almost all of the 𝑚 ∼ 𝑛𝑘/2 clauses). Thus, the
guarantee in Theorem 3 of satisfying a 1− 𝑜(1)-fraction of constraints is qualitatively the best we
can hope for.

Search vs. refutation. It is natural to compare Theorem 3 to the problem of refuting semiran-
dom CSPs discussed in Section 4.1 [AGK21, GKM22, HKM23]. For average-case optimization
problems, techniques for refuting random instances can typically be adapted to solving the
search problem in the related planted model. This can be formalized in the proofs to algorithms
paradigm [BS14, FKP19] where spectral/SDP-based refutations can be transformed into “sim-
ple” (i.e., ”captured" within the low-degree sum-of-squares proof system) efficient certificates
of near-uniqueness of optimal solution — that is, every optimal solution is close to the planted
assignment. Unfortunately, this intuition breaks down even in the simplest setting of semirandom
2-XOR where there can be multiple maximally far-off solutions that satisfy as many (or even more)
constraints as the planted assignment. Such departure from uniqueness also breaks algorithms
for recovery [FPV15] that rely on the top eigenvector of a certain matrix built from the instance
being correlated with the planted assignment. In the semirandom setting, one can build instances
where the top eigenspace of such matrices is the span of the multiple optimal solutions and
has dimension 𝜔(1) (searching for a Boolean vector close to the subspace is, in general, hard in
super-constant dimensional subspaces).

Our key insight. Our starting point is a new, efficiently checkable certificate of the unique
identifiability of the planted solution for noisy planted 𝑘-XOR (i.e., where each equation in a
satisfiable 𝑘-sparse linear system is corrupted independently with some fixed constant probability)
whenever the constraint hypergraph satisfies a certain weak expansion property. For random
graphs in case of 2-XOR (and generalizations to multiple community stochastic block models), such
certificates (in the form of explicit dual solutions to a semidefinite program) were shown to exist
in [ABH16, MNS15]; these two works independently discovered the threshold for exact recovery
for 2-community SBMs.

Our certificate naturally yields an efficient algorithm for exactly recovering the planted as-
signment in noisy 𝑘-XOR instances whenever the constraint hypergraph satisfies a deterministic
weak expansion property and has size exceeding the refutation threshold ∼ 𝑛𝑘/2. Finally, we use
expander decomposition procedures to decompose the input constraint hypergraph into pieces
that satisfy the above condition. This is done in a manner that further allows us to find a good
assignment via a consistent patching scheme to combine solutions across all the pieces in our
decomposition.

4Achieving this would break a hardness assumption for the search problem analogous to Feige’s random 3-SAT
hypothesis for the refutation problem [Fei02].
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4.2.1 Our semirandom planted model and results

Before formally stating our results, we define the semirandom planted model that we work with
and explain some of the subtleties in the definition. Our model is the natural one that arises
if we wish to enforce independent randomness (for each clause) in the literal negations, while
still fixing a particular satisfying assignment. Recall that we have formally defined a 𝑘-CSP in
Definition 4.1.1.
Definition 4.2.1 (Semirandom planted 𝑘-ary Boolean CSPs). Let 𝑃 : {−1, 1}𝑘 → {0, 1} be a
predicate. We say that a distribution 𝑄 over {−1, 1}𝑘 is a planting distribution for 𝑃 if Pr𝑦←𝑄[𝑃(𝑦) =
1] = 1.

We say that an instance Ψ with predicate 𝑃 is a semirandom planted instance with planting
distribution 𝑄 if it is sampled from a distribution Ψ( ®𝐻, 𝑥∗,𝑄)where

(1) the scopes ®𝐻 ⊆ [𝑛]𝑘 and planted assignment 𝑥∗ ∈ {−1, 1}𝑛 are arbitrary, and
(2) Ψ( ®𝐻, 𝑥∗,𝑄) is defined as follows: for each ®𝐶 ∈ ®𝐻, sample literal negations 𝜉( ®𝐶) ← 𝑄(𝜉( ®𝐶) ⊙

𝑥∗®𝐶
), where “⊙” denotes the element-wise product of two vectors. That is, Pr[𝜉( ®𝐶) = 𝜉] =

𝑄(𝜉⊙ 𝑥∗®𝐶) for each 𝜉 ∈ {−1, 1}𝑘 . Then, add the constraint 𝑃(𝜉( ®𝐶)1𝑥 ®𝐶1
, 𝜉( ®𝐶)2𝑥 ®𝐶2

, . . . , 𝜉( ®𝐶)𝑘𝑥 ®𝐶𝑘 ) =
1 to Ψ.

Notice that because 𝑄 is supported only on satisfying assignments to 𝑃, it follows that if Ψ←
Ψ( ®𝐻, 𝑥∗,𝑄), then 𝑥∗ satisfies Ψ with probability 1.

A (fully) random planted CSP, e.g., as defined in [FPV15], is generated by first sampling
®𝐻 ← [𝑛]𝑘 uniformly at random, and then sampling Ψ ← Ψ( ®𝐻, 𝑥∗,𝑄). The difference in the

semirandom planted model is that we allow ®𝐻 to be worst-case.
Notice that in Definition 4.2.1, there are some choices of 𝑄 for which the planted instance

becomes easy to solve. In the case of, e.g., 3-SAT, one could set the planting distribution 𝑄 to be
uniform over all 7 satisfying assignments, which results in the literal negations in each clause
being chosen uniformly conditioned on 𝑥∗ satisfying the clause. However, by simply counting
how many times the variable 𝑥𝑖 appears negated versus not negated and taking the majority vote,
we recover 𝑥∗ with high probability [BHL+02, JMS07] (see Section 7.7).

Instead of sampling clauses uniformly from all those satisfied by 𝑥∗, one can create more
challenging distributions, e.g., ones where true and false literals appear in equal proportion.
Such distributions are termed “quiet plantings” and have been studied extensively [JMS07, KZ09,
CCF10, KMZ12]. Our semirandom model follows definitions in [FPV15, FPV18] and is a general
planted model with respect to a planting distribution 𝑄, which unifies various plantings studied in
the past.

Unlike in the case of random planted CSPs, we cannot hope to recover the planted assignment
𝑥∗ exactly in the semirandom setting. Indeed, the scopes ®𝐻 may not use some variable 𝑥𝑖 at all,
and so we cannot hope to recover 𝑥∗

𝑖
! Thus, our goal is instead to recover an assignment 𝑥 that

has nontrivially large value, ideally value 1− 𝜀 for arbitrarily small 𝜀. Our result, stated formally
below, gives an algorithm to accomplish this task.
Theorem 4 (Formal Theorem 3). Let 𝑘 ∈ N be constant. There is a polynomial-time algorithm that takes
as input a 𝑘-CSP Ψ and outputs an assignment 𝑥 with the following guarantee. If Ψ is a semirandom

planted 𝑘-CSP with 𝑚 ≥ 𝑐𝑘𝑛𝑘/2 · log3 𝑛

𝜀9 constraints drawn from Ψ( ®𝐻, 𝑥∗,𝑄), then with probability
1− 1/poly(𝑛) over Ψ, the output 𝑥 of the algorithm has valΨ(𝑥) ≥ 1− 𝜀. Here, 𝑐 is a universal constant.
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In particular, setting 𝜀 = 1/polylog(𝑛), if 𝑚 ≥ �̃�(𝑛𝑘/2), then with high probability over Ψ ←
Ψ( ®𝐻, 𝑥∗,𝑄), the algorithm outputs 𝑥 with valΨ(𝑥) ≥ 1− 𝑜(1).

Theorem 4 shows that one can nearly solve a semirandom planted 𝑘-CSP at the same �̃�(𝑛𝑘/2)
threshold as done in the random case [FPV15], matching the same �̃�(𝑛𝑘/2) threshold as for
semirandom refutation (Theorem 1, [AGK21, GKM22, HKM23]). However, as explained earlier
(and will be discussed further in Section 7.1), there are several unanticipated technical hurdles to
overcome in the semirandom planted setting that are not present in the semirandom refutation
setting, and this causes many of the natural approaches that “springboard off” the refutation case
to fail. Curiously enough, for the special case of 𝑘 = 2 there is a simple reduction from search to
refutation for the case of 2-XOR, which we will describe in Section 7.1.1, but the same approach
for 𝑘-XOR encounters a hardness barrier for 𝑘 ≥ 3, as we will discuss in Section 7.1.2.

Theorem 4 also breaks Goldreich’s candidate pseudorandom generators [Gol00] and its
variants [App16],5 when they have Ω̃(𝑛𝑘/2) stretch and any 𝑘-hypergraph (not just a random one).
In fact, not only does Theorem 4 break the PRG, it also gives an algorithm that nearly inverts it.

Noisy planted 𝒌-XOR. Similar to work on random planted CSPs [FPV15] and the refutation
setting [AOW15, RRS17, AGK21, GKM22, HKM23], our proof of Theorem 4 goes through a
reduction to noisy 𝑘-XOR. Our algorithm achieves very strong guarantees in the noisy 𝑘-XOR
case, as we now explain. We define the noisy 𝑘-XOR model below and then state our result.
Definition 4.2.2 (Noisy planted 𝑘-XOR). Let 𝐻 ⊆

([𝑛]
𝑘

)
be a 𝑘-uniform hypergraph on 𝑛 vertices,

let 𝑥∗ ∈ {−1, 1}𝑛 , and let 𝜂 ∈ [0, 1/2). Let 𝜓(𝐻, 𝑥∗,𝜂) denote the distribution on 𝑘-XOR instances
over 𝑛 variables 𝑥1, . . . , 𝑥𝑛 ∈ {−1, 1} obtained by, for each 𝐶 ∈ 𝐻, adding the constraint

∏
𝑖∈𝐶 𝑥𝑖 =∏

𝑖∈𝐶 𝑥
∗
𝑖

with probability 1− 𝜂, and otherwise adding the constraint
∏

𝑖∈𝐶 𝑥𝑖 = −
∏

𝑖∈𝐶 𝑥
∗
𝑖
. In the

latter case, we say that the constraint 𝐶 is corrupted or noisy.
We call 𝜓 a noisy planted 𝑘-XOR instance if it is sampled from 𝜓(𝐻, 𝑥∗,𝜂), for some 𝐻, 𝑥∗, and

𝜂; the hypergraph 𝐻 is the constraint hypergraph, 𝑥∗ is the planted assignment, and 𝜂 is the noise
parameter. Furthermore, we let ℰ𝜓 ⊆ 𝐻 denote the (unknown) set of corrupted constraints.
Theorem 5 (Algorithm for noisy 𝑘-XOR). Let 𝜂 ∈ [0, 1/2), let 𝑘, 𝑛 ∈ N, and let 𝜀 ∈ (0, 1). Let

𝑚 ≥ 𝑐𝑛𝑘/2 · 𝑘
4 log3 𝑛

𝜀5(1−2𝜂)4 for a universal constant 𝑐. There is a polynomial-time algorithm𝒜 that takes as input
a 𝑘-XOR instance 𝜓 with constraint hypergraph 𝐻 and outputs two disjoint sets 𝒜1(𝐻),𝒜2(𝜓) ⊆ 𝐻
with the following guarantees: (1) for any instance 𝜓 with 𝑚 constraints, |𝒜1(𝐻)| ≤ 𝜀𝑚 and𝒜1(𝐻) only
depends on 𝐻, and (2) for any 𝑥∗ ∈ {−1, 1}𝑛 and any 𝑘-uniform hypergraph 𝐻 with at least 𝑚 hyperedges,
with probability at least 1− 1/poly(𝑛) over 𝜓← 𝜓(𝐻, 𝑥∗,𝜂), it holds that𝒜2(𝜓) = ℰ𝜓 ∩ (𝐻 \𝒜1(𝐻)).

In words, the algorithm discards a small number of constraints, and among the constraints
that are not discarded, correctly identifies all (and only) the corrupted constraints. In particular,
the subinstance obtained by discarding the ≲ (𝜀 + 𝜂)𝑚 constraints𝒜1(𝐻) ∪𝒜2(𝜓) is satisfiable
(and a solution can be found by Gaussian elimination). Thus, Theorem 5 immediately implies
that for 𝑘-XOR, the NP-hard task of deciding if 𝜓 has value ≥ 1− 𝜂 or ≤ 1

2 + 𝜂 is actually easy if
𝜓 has ∼ 𝑛𝑘/2 constraints (far below the ∼ 𝑛𝑘-hardness of [FLP16]), provided that the 𝜂-fraction
of corrupted constraints in the “yes” case are a randomly chosen subset of the otherwise arbitrary
constraints.

Exact vs. approximate recovery. As alluded to above, the guarantees of Theorem 5 are much

5Goldreich’s original PRG is essentially a planted 𝑘-CSP with a Boolean predicate 𝑃 on a random hypergraph,
containing both 𝑃 and ¬𝑃 constraints.
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stronger: not only can we find a good assignment to 𝜓, we can break the constraints into two
parts, a small fraction,𝒜1(𝐻), where we are unable to determine the corrupted constraints,6 and a
large fraction, 𝐻 \𝒜1(𝐻), where we can determine exactly all of the corrupted constraints,𝒜2(𝜓).
Moreover, this partition depends only on the hypergraph 𝐻 and is independent of the noise. We
remark that it is not immediately obvious that this guarantee is achievable even for exponential-
time algorithms, as 𝑥∗ may not be the globally optimal assignment with constant probability. This
strong guarantee of Theorem 5 is in fact required for the reduction from Theorem 4 to Theorem 5;
the weaker (and more intuitive) guarantee of approximate recovery — obtaining an assignment
of value 1− 𝜂 − 𝑜(1) for the noisy XOR instance — is insufficient for the reduction.

One can view Theorem 5 as an algorithm that extracts almost all the information about the
planted assignment 𝑥∗ encoded by the instance 𝜓. Indeed, notice that even if 𝜂 = 0, the instance
𝜓 only determines 𝑥∗ “up to a linear subspace.”7 Namely, if we let 𝑦 ∈ {−1, 1}𝑛 be any solution to
the system of constraints

∏
𝑖∈𝐶 𝑦𝑖 = 1 for 𝐶 ∈ 𝐻, then 𝑦 ⊙ 𝑥∗ is also a planted assignment for 𝜓:

formally, 𝜓(𝐻, 𝑥∗,𝜂) = 𝜓(𝐻, 𝑦 ⊙ 𝑥∗,𝜂) as distributions. So, aside from the 𝜀𝑚 constraints that are
discarded, with high probability over 𝜓 the algorithm determines the uncorrupted right-hand
sides

∏
𝑖∈𝐶 𝑥

∗
𝑖

for every remaining constraint, which is all the information about the planted
assignment 𝑥∗ encoded in the remaining constraints.

The importance of relative spectral approximation. As a key technical ingredient in the
algorithm, we uncover a deterministic condition — relative spectral approximation of the Laplacian
of a graph (associated with the input instance) by a certain correlated random sample from it —
which when satisfied implies uniqueness of the SDP solution (Lemma 7.1.4). In Lemma 7.1.5 and
Lemma 7.4.7, we establish such spectral approximation guarantees.

This spectral approximation property is the key ingredient in our certificate of unique identi-
fiability of the planted assignment in a noisy 𝑘-XOR instance (see Section 7.1.4 for details) and
allows us to exactly recover the planted assignment for 2-XOR instances where the constraint
graph 𝐺 is a weak spectral expander (i.e., spectral gap≫ 1/poly log 𝑛) (Lemma 7.1.4), and forms
the backbone of our final algorithm. We note that our spectral approximation condition can
be seen as an analog of (and is, in fact, stronger than) the related spectral norm upper bound
property that underlie the refutation algorithm of [AGK21].

This process of extracting a “deterministic property of random instances sufficient for the
analysis” is an important conceptual theme underlying recent progress on semirandom optimiza-
tion, and manifests as, e.g., the notion of “butterfly degree” in [AGK21], “hypergraph regularity”
or spreadness in [GKM22] in the context of semirandom CSP refutation, and biclique number
bounds in the context of planted clique [BKS22].

6Note that discarding a small fraction of constraints is necessary in the semirandom setting, as 𝜓 may contain many
disconnected constant-size subinstances where it is not possible, even information-theoretically, to exactly identify the
corrupted constraints with 1− 𝑜(1) probability.

7A 𝑘-XOR constraint 𝑥𝐶1 · · · 𝑥𝐶𝑘 = 𝑏𝐶 ∈ {−1, 1} can be equivalently written as a linear equation 𝑥′
𝐶1
+ · · · + 𝑥′

𝐶𝑘
= 𝑏′

𝐶

over F2, where we map +1 to 0 and −1 to 1.
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Chapter 5

Algorithms for Strongly Refuting
Smoothed CSPs

In this chapter, we will prove Theorem 1 using the Kikuchi matrix method. As we will show in
Section 5.5, to prove Theorem 1, it suffices to prove Theorem 4.1.6. We note that in the case of
even 𝑘, Theorem 4.1.6 is Theorem 2.0.2, which we have already proven in Section 2.2. Thus, the
majority of this chapter will focus on proving Theorem 4.1.6 when 𝑘 is odd.

In Section 5.1 we will give an overview of the proof for 𝑘 odd, and then in Sections 5.2 to 5.4,
we will present the full proof of Theorem 4.1.6. Finally, in Section 5.5, we will use Theorem 4.1.6
to prove Theorem 1.

5.1 Proof overview: refuting semirandom 𝑘-XOR for odd 𝑘

The case of odd arity XOR refutation is lot more challenging. Even in the well-studied special
case of random 𝑘-XOR and the special case of ℓ = 𝑂(1) (i.e., polynomial time refutation), the case
of odd 𝑘 turns out to be significantly more challenging than the even case. So, let us start by
focusing on the case of random 3-XOR first.

Analogous to the case of even 𝑘, we would like to begin by finding a simpler argument
(compared to [RRS17]) for the special case of random 3-XOR using some appropriate variant of the
Kikuchi matrix. In fact, [WAM19] attempted this by introducing a variant of the Kikuchi matrix,
and suggested an explicit approach (see Section F.1 of [WAM19]) to prove that the spectral norm
of that matrix yields a refutation, but unfortunately this approach does not work (see Section 5.6).
Indeed, unlike the case of even 𝑘, we do not know of any reasonable variant of the Kikuchi matrix
whose spectral norm yields a refutation for even fully random 3-XOR instances with the expected
trade-off.

Instead, we will introduce a variant of the Kikuchi matrix and use it to give a refutation
algorithm for random 3-XOR instances by relying not on the spectral norm (which is too large)
but, instead, the spectral norm of a “pruned” version of the matrix. In other words, to handle
the case of random 3-XOR, we will need a variant of the “basic approach” (Section 2.1) along
with the “row pruning” method (Section 2.3). Finally, we refute semirandom 𝑘-XOR for odd 𝑘 by
adding two new ideas to this approach: regularity decomposition and row bucketing (Section 2.2).

Bipartite 3-XOR. The Kikuchi matrix we introduce relates directly to a polynomial obtained by
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applying the standard “Cauchy-Schwarz trick” to the input polynomial. Consider the polynomial
𝜓(𝑥) = 1

𝑚

∑
𝐶∈𝐻 𝑏𝐶𝑥𝐶 associated with a 3-XOR instance described by a 3-uniform hypergraph 𝐻

with 𝑚 hyperedges and “right-hand sides” 𝑏𝐶 ’s. Here, for a set 𝑅 we define 𝑥𝑅 B
∏

𝑖∈𝑅 𝑥𝑖 , and in
particular, 𝑥𝐶 =

∏
𝑖∈𝐶 𝑥𝑖 . For each 𝐶 ∈ 𝐻, let 𝐶min be the minimum indexed element in 𝐶 (using

the natural ordering on [𝑛]). Then,

max
𝑥∈{−1,1}𝑛

𝜓(𝑥) ≤ max
𝑥,𝑦∈{−1,1}𝑛

1
𝑚

∑
𝐶∈𝐻

𝑏𝐶𝑦𝐶min𝑥𝐶\𝐶min ,

where each 𝑦𝑢 is formally a new variable, but we think of 𝑦𝑢 as equal to 𝑥𝑢 . Let us reformulate
this expression a bit: let 𝐻𝑢 = {𝐶 | 𝐶′ = (𝐶, 𝑢) ∈ 𝐻,𝐶′min = 𝑢}. Then,

max
𝑥∈{−1,1}𝑛

𝜓(𝑥) ≤ max
𝑥,𝑦∈{−1,1}𝑛

1
𝑚

∑
𝑢∈[𝑛]

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶 .

One can think of the RHS as the polynomial associated with a bipartite instance of the 3-XOR
problem on 2𝑛 variables, since every constraint uses one 𝑦 variable and two 𝑥 variables. Our
refutation algorithm works for such bipartite instances more generally.

For such a bipartite instance, using the Cauchy-Schwarz inequality, we can derive:

©« 1
𝑚

∑
𝑢∈[𝑛]

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶
ª®¬

2

≤ 𝑛

𝑚2

∑
𝑢

∑
𝐶,𝐶′∈𝐻𝑢

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′

=
𝑛𝑚

𝑚2
+ 𝑛

𝑚2

∑
𝑢

∑
𝐶≠𝐶′∈𝐻𝑢

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′ B
𝑛

𝑚
+ 𝑓 (𝑥) (5.1)

The first term on the RHS is ≤ 𝜖2/2 if 𝑚 ≥ 2𝑛/𝜖2. The second term produces a ≤ 4-XOR instance.
We thus end up with a 4-XOR instance — an even arity instance — albeit with significantly

less randomness than required in the argument from Section 2.1. So, we need some different
tools to refute such instances. The first of this is the following variant of the Kikuchi matrix that
is designed specifically for “playing well” with the symmetries produced by the squaring step
above.

Our Kikuchi matrix. Our Kikuchi matrix is indexed by subsets of size ℓ on a universe of size 2𝑛,
corresponding to two labeled copies of each of the original 𝑛 𝑥 variables. For each 𝐶 ∈ 𝐻, let 𝐶(1)

be the subset of [𝑛] × [2] where every variable is labeled with “1”, and similarly for 𝐶(2). This
trick is done to ensure that the clauses 𝑥𝐶(1)𝑥𝐶′(2) form a 4-XOR instance, as now 𝐶(1) and 𝐶′(2) by
definition cannot intersect.

For even 𝑘, the “independent” pieces in the Kikuchi matrix were the matrices 𝐴𝐶 , one for
each 𝐶 ∈ 𝐻. For odd 𝑘, the independence pieces will be 𝐴𝑢 , one for each 𝑦𝑢 because of the loss of
independence due to the Cauchy-Schwarz step above.
Definition 5.1.1 (Kikuchi Matrix, 3-XOR). Let 𝑁 =

([2𝑛]
ℓ

)
. For every 𝑢 ∈ [𝑛], let 𝐴𝑢 ∈ R𝑁×𝑁 be

defined as follows: for each 𝑆,𝑇 ⊆ [𝑛] × [2] of size ℓ , we will set 𝐴𝑢(𝑆,𝑇) to be nonzero if there are
𝐶,𝐶′ ∈ 𝐻𝑢 such that 𝑆 ⊕ 𝑇 = 𝐶(1) ⊕ 𝐶′(2) and 1 = |𝑆 ∩ 𝐶(1) | = |𝑆 ∩ 𝐶′(2) | = |𝑇 ∩ 𝐶(1) | = |𝑇 ∩ 𝐶′(2) |.
That is, 𝐴𝑢(𝑆,𝑇) is nonzero if each of 𝑆,𝑇 contain one variable from each of 𝐶(1) and 𝐶′(2). In that
case, we will set 𝐴𝑢(𝑆,𝑇) = 𝑏𝑢,𝐶 · 𝑏𝑢,𝐶′. Finally, set 𝐴 =

∑
𝑢 𝐴𝑢 .

44



Equivalently, 𝐴𝑢(𝑆,𝑇) is nonzero if there are 𝐶,𝐶′ ∈ 𝐻𝑢 such that the 1-labeled (respectively,
2-labeled) elements in 𝑆,𝑇 have symmetric difference 𝐶 (𝐶′, respectively). This construction is
important for the success of our row pruning step (which we will soon discuss) and at the same
time ensures that every pair (𝐶,𝐶′) of constraints in 𝐻𝑢 contributes an equal number of nonzero
entries in the Kikuchi matrix 𝐴. We note that if we do not introduce the 2 copies of each variable,
the number of times a pair (𝐶,𝐶′) appears in the matrix would depend on |𝐶 ∩ 𝐶′ |.

The quadratic forms of 𝐴 relate to the value of the underlying 4-XOR instance: for 𝐷 = 4
(2𝑛−4
ℓ−2

)
,

val(𝜙)2 ≤ 𝑛

𝑚
+ val( 𝑓 ) ≤ 𝑛

𝑚
+ 𝑛

𝑚2𝐷
( max
𝑧∈{−1,1}𝑁

𝑧⊤𝐴𝑧) .

Bounding 𝑧⊤𝐴𝑧. In the even arity case, we were able to obtain a refutation at this point by simply
using the spectral norm of 𝐴 to bound the right-hand side above. However, this turns out to
provably fail here. To see why, let us define the relevant notion of degree — the count of the
number of nonzero entries in each row of 𝐴𝑢 :

deg(𝑆) = |{𝐶,𝐶′ ∈ 𝐻𝑢 | |𝑆 ∩ 𝐶(1) | = |𝑆 ∩ 𝐶′(2) | = 1}|

Because 𝐴𝑢 is itself a random matrix, rather than a random sign times a fixed matrix, we cannot
apply the Matrix Khintchine inequality (Fact 3.4.2) anymore. We can, however, still apply the
related Matrix Bernstein inequality (Fact 3.4.1), but if we do so, the upper bound on ∥𝐴𝑢 ∥2 for all
𝑢 is at least as large as ∼ max𝑆

√
deg(𝑆) and it is not too hard to show that there are 𝑆 for which

this bound is at least ℓ . As a result, the best possible spectral norm upper bound that we can hope
to obtain on 𝐴 is Ω(ℓ log2 𝑁) = Ω̃(ℓ 2), a bound that gives us no non-trivial refutation algorithm.

Row pruning. The key observation that “rescues” this bad bound is the key observation that
we made in Section 2.3: deg(𝑆) cannot be large for too many rows. To see why, consider the
random variable that selects a uniformly random 𝑆 ∈

([2𝑛]
ℓ

)
and outputs deg(𝑆). This can be well

approximated (for our purposes) by a random set where every element is included independently
with probability ∼ ℓ/2𝑛. The expectation of deg(𝑆) on this distribution is 𝑂(1). By relying on
the fact that |𝐶 ∩ 𝐶′ | = ∅ in 𝐻𝑢 for almost all pairs with high probability, Var[deg(𝑆)] = 𝑂(1). A
Chernoff bound yields that the fraction of 𝑆 for which |{𝐶 ∈ 𝐻𝑢 | |𝑆 ∩ 𝐶 | > 𝑂(log 𝑛)}| is inverse
polynomially small in 𝑛. A union bound on all 𝑢 then shows the fraction of rows that are “bad”
for any 𝑢 is at most an inverse polynomial.

It turns out we can ignore such “bad” rows with impunity. This is because, as we observed in
Sections 2.2 and 2.3, we are interested in certifying upper bounds on quadratic forms of 𝐴 over
“flat” vectors again and we can argue that removing “bad” rows cannot appreciably affect them.
For the “residual matrix”, we can now apply the Matrix Bernstein inequality and finish off the
proof!

Extending to semirandom 3-XOR. Looking back, the previous analysis uses that the graphs 𝐻𝑢 ’s
obtained from the random 3-uniform hypergraph 𝐻 satisfy a “spread” condition: there are few
to none distinct pairs 𝐶,𝐶′ ∈ 𝐻𝑢 such that 𝐶 ∩ 𝐶′ ≠ ∅. This notion of regularity is the precise
pseudorandom property of 𝐻 that is enough for our argument (i.e. the row pruning step) above
to go through. This immediately poses an issue for the row pruning step, as unlike the case of
LDCs highlighted in Section 2.3, where the constituent hypergraphs 𝐻𝑢’s were matching, here
the 𝐻𝑢’s are arbitrary and need not be regular!
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For the case of 3-XOR, such a regularity property is relatively easy to ensure by a certain ad
hoc argument: if too many pairs 𝐶,𝐶′ ∈ 𝐻𝑢 happen to share a variable, then, “resolving” them
yields a system of 2-XOR constraints. Refutation in the special case of 2-XOR is easy using the
Grothendieck inequality; this has been observed in several works, including [Fei07, AGK21].
Indeed, this was roughly the strategy employed in the recent work [AGK21] for the case of
ℓ = 𝑂(1) for semirandom 𝑘-XOR. In fact, in the ℓ = 𝑂(1) regime, it turns out that one can reduce
𝑘-XOR for all 𝑘 to the case of 3-XOR and get the right trade-off; thus, such a decomposition for
3-XOR is enough for the argument of [AGK21] to go through for all 𝑘.

A second issue is that the variance term in the application of Matrix Bernstein may become
large. This is analogous to the issue with the variance term that appears in the even 𝑘 case
(Section 2.2), which we handled earlier using row bucketing/reweighting. The execution here
is essentially the same, but now requires bucketing with respect to a different combinatorial
parameter called the butterfly degree (generalizing a similar notion in [AGK21]) that controls the
variance term in the odd 𝑘 setting.

5.1.1 Refuting semirandom 𝑘-XOR for 𝑘 > 3: hypergraph regularity

When ℓ ≫ 𝑂(1), the case of higher arity 𝑘 does not reduce to 𝑘 = 3. Once again, working through
the case of random 𝑘-XOR inspires our more general argument. We work with a generalization
of the Kikuchi matrix introduced in the previous section for the case of 𝑘 = 3. When analyzing
the row pruning step, we need a significantly stricter notion of regularity — we call this (𝜖, ℓ )-
regularity — for our row pruning argument to go through.

Hypergraph regularity decomposition. Roughly speaking the notion of (𝜖, ℓ )-regularity (indexed
by the parameter ℓ and an accuracy bound 𝜖) we need demands that for each subset 𝑄 ⊆ [𝑛], the
number of hyperedges 𝐶 ∈ 𝐻𝑢 such that 𝑄 ⊆ 𝐶 is bounded above by an appropriate function of
𝑚, 𝑛 and ℓ . Random hypergraphs 𝐻 satisfy such a regularity property naturally.

In order to handle arbitrary hypergraphs, we introduce a new regularity decomposition for
hypergraphs. Our regularity decomposition is based on a certain bipartite contraction operation
that takes a bipartite hyperedge (𝑢,𝐶) ∈ 𝐻 and a subset 𝑄 ⊆ 𝐶 and replaces it with ((𝑢,𝑄),𝐶 \𝑄).
This operation should be thought of as “merging” all the elements in 𝑄 and 𝑢 into a new single
element (𝑢,𝑄) and obtaining a smaller arity hyperedge in a variable extended space.

We give a greedy (and efficient) algorithm that starts from a 𝑘-uniform hypergraph and re-
peatedly applies bipartite contraction operations to obtain a sequence of 𝑘′-uniform hypergraphs
for 𝑘′ ≤ 𝑘 along with some “error” hyperedges, with the property that each of the 𝑘′-uniform hy-
pergraphs produced are (𝜖, ℓ )-regular. Each of the 𝑘′-uniform hypergraphs produced is naturally
associated with a 𝑘′-XOR instance related to the input 𝑘-XOR instance. We show that refuting
each of these output instances yields a refutation for the original 𝑘-XOR instance.

Cauchy-Schwarz even in the even-arity setting. Unlike in the case of 3-XOR where the resulting
bipartite 3-XOR instance had an equal number of 𝑦 and 𝑥 variables above, the bipartite 𝑘′-XOR
instances produced via our regularity decomposition are lopsided – the number of 𝑦 variables can
be polynomially larger in 𝑛 than the number 𝑛 of the 𝑥 variables. A naive bound on the number
of constraints required to refute such instances is too large to yield the required trade-off, even in
the case for even 𝑘.
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Instead (and in contrast to all previous works on CSP refutation), we show that an appropriate
application of the “Cauchy-Schwarz” trick above to even-arity 𝑘-XOR instances allows us to “kill”
the 𝑦𝑢’s appearing in the polynomial, leaving us with only a polynomial in the 𝑥𝑖’s. This is a
rather different usage of the technique; in prior works (and as in the case of 3-XOR highlighted
above), it was instead used to build the right “square” matrices for obtaining spectral refutations
of the associated CSP instances when 𝑘 is odd.

5.2 A hypergraph decomposition lemma

We are now ready to start the full proof of Theorem 4.1.6. A key ingredient in our proof is a
regular hypergraph decomposition algorithm that takes an arbitrary 𝑘-uniform hypergraph and
decomposes it into a 𝑘 − 1 different regular sub-hypergraphs (after removing a small fraction of
the hyperedges). In this section, we present this decomposition step. We first introduce some
notation, and then explain the decomposition.
Definition 5.2.1 (Uniform hypergraphs). A 𝑘-uniform hypergraph 𝐻 on 𝑛 vertices is a collection
𝐻 of subsets of [𝑛] of size exactly 𝑘. For a set 𝑄 ⊆ [𝑛], we define deg(𝑄) B |{𝐶 ∈ 𝐻 : 𝑄 ⊆ 𝐶}|.
Remark 5.2.2. We will not assume that 𝐻 is simple, i.e., 𝐻 can be a multiset. For simplicity, we will
abuse notation and let 𝐶 ∈ 𝐻 refer to an element of the multiset 𝐻. We will say that 𝐶 ≠ 𝐶′ if 𝐶
and 𝐶′ are different elements of the multiset 𝐻, even if 𝐶 and 𝐶′ are equal as sets, i.e., they are
distinct copies of the same element in the underlying set of 𝐻. As an example, we use the above
definition of deg(𝑄) to refer to the number of 𝐶 ∈ 𝐻 with 𝑄 ⊆ 𝐶, counted with multiplicity. We
encourage the reader to assume that 𝐻 is simple, and then observe that nothing changes if 𝐻 is a
multiset, and definitions are changed appropriately to count multiplicities.

Our decomposition lemma will decompose a uniform hypergraph into bipartite hypergraphs,
which we introduce.
Definition 5.2.3 (Bipartite hypergraphs). A 𝑝-bipartite 𝑡-uniform hypergraph on 𝑛 vertices is
a collection {𝐻𝑢}𝑢∈[𝑝], where each 𝐻𝑢 is a collection of subsets of [𝑛] of size exactly 𝑡 − 1. We
call each 𝐻𝑢 , or just 𝑢, a partition of the bipartite hypergraph. A set 𝐶 ∈ 𝐻𝑢 corresponds to the
hyperedge (𝑢,𝐶). For a set 𝑄 ⊆ [𝑛] and 𝑢 ∈ [𝑝], we define deg𝑢(𝑄) B |{𝐶 ∈ 𝐻𝑢 : 𝑄 ⊆ 𝐶}|.
When 𝑝 is clear from context or not relevant, we just use the terminology “bipartite 𝑡-uniform
hypergraph”.

One should think of a bipartite hypergraph {𝐻𝑢}𝑢∈[𝑝] as a hypergraph 𝐻 on two sets of
vertices, [𝑝] and [𝑛], where each hyperedge (𝑢,𝐶) ∈ 𝐻 contains one vertex 𝑢 ∈ [𝑝] and 𝑘 − 1
vertices in [𝑛]; for 𝑢 ∈ [𝑝], the (𝑘 − 1)-uniform hypergraph 𝐻𝑢 contains all hyperedges 𝐶 such
that the hyperedge (𝑢,𝐶) is in the hypergraph 𝐻.
Definition 5.2.4 (Hypergraph regularity). We say that a 𝑝-bipartite 𝑘-uniform hypergraph

{𝐻𝑢}𝑢∈[𝑝] is (𝜀, ℓ )-regular if deg𝑢(𝑄) ≤ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑘
2−1−|𝑄 | , 1) for all 𝑄 ⊆ [𝑛] of size at most

𝑘 − 1 and all 𝑢 ∈ [𝑝]. For convenience, we will say {𝐻𝑢}𝑢∈[𝑝] is regular when 𝜀, ℓ are clear from
context.
Remark 5.2.5 (Regularity is a pseudorandom property). Informally speaking, a collection of 𝑘-
tuples is regular if the number of 𝑘-tuples in 𝐻𝑢 that all contain a fixed set of size 𝑗 is appropriately
upper bounded. It is not hard to show that if 𝐻 = ∪𝑢∈[𝑝]𝐻𝑢 is a uniformly random bipartite

hypergraph with 𝑝 = 𝑛 partitions and 𝑚 = ℓ ( 𝑛ℓ )
𝑘
2 random 𝑘-tuples, then with high probability,
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for every 𝑢 ∈ [𝑝],𝑄, deg𝑢(𝑄) ≤ max( 𝑚
𝑝𝑛 |𝑄 |

, 1) ·𝑂(log 𝑛) ≤ max(
(
𝑛
ℓ

) 𝑘
2−1−|𝑄 | , 1) ·𝑂(log 𝑛), which is

the same condition of regularity, up to the 𝑂(log 𝑛) extra factor. Thus, regularity can be seen as a
(weak) pseudorandom property of a bipartite hypergraph.

Next, we define a notion of hypergraph decomposition that we call a bipartite contraction.
Definition 5.2.6 (Bipartite contractions). Let 𝐻 be a 𝑘-uniform hypergraph on 𝑛 vertices. We say
that a pair of subsets (𝑄,𝐶′) (of [𝑛]) is a contraction of the hyperedge 𝐶 ∈ 𝐻 if 𝐶 = 𝑄 ∪ 𝐶′ and
𝑄,𝐶′ are disjoint. It is sometimes useful to think of this pair as denoting a set of size 1+ 𝑘 − |𝑄 |,
where the first “element” of the set is the entire set 𝑄, and the remaining 𝑘 − |𝑄 | elements come
from the set 𝐶 \𝑄.

A bipartite contraction of 𝐻 is a collection of 𝑘 − 1 bipartite hypergraphs {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] for
𝑡 = 2, . . . , 𝑘, along with a set 𝐻(1) of “discarded edges” where:

(1) each {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] is a bipartite 𝑡-uniform hypergraph,

(2) each 𝑢 ∈ [𝑝(𝑡)] corresponds to a subset 𝑄𝑢 ⊆ [𝑛] of size 𝑘 + 1− 𝑡 (it is possible that 𝑄𝑢 = 𝑄𝑢′

for distinct 𝑢, 𝑢′),
(3) every hyperedge in any 𝐻(𝑡)𝑢 is a bipartite contraction of some hyperedge in 𝐻, i.e., for every 𝑡

and any 𝑢 ∈ [𝑝(𝑡)] and 𝑅 ∈ 𝐻(𝑡)𝑢 , the set 𝑄𝑢 ∪ 𝑅 = 𝐶 for some 𝐶 ∈ 𝐻, so that the hyperedge
(𝑄𝑢 ,𝑅) is a contraction of 𝐶,

(4) every hyperedge 𝐶 is contracted exactly once, i.e., for each 𝐶 ∈ 𝐻, either 𝐶 ∈ 𝐻(1) or there
exists unique 𝑡, 𝑢 ∈ [𝑝(𝑡)],𝑅 ∈ 𝐻(𝑡)𝑢 such that 𝑄𝑢 ∪ 𝑅 = 𝐶.

Our hypergraph contraction lemma shows that for any 𝑘-uniform hypergraph 𝐻, we can
efficiently find a bipartite contraction of 𝐻 such that each of the resulting bipartite hypergraphs
is regular.
Lemma 5.2.7 (Hypergraph contraction lemma). Let 𝐻 be a 𝑘-uniform hypergraph on 𝑛 vertices with
𝑘 ≥ 2 and |𝐻 | = 𝑚. Then, there is a bipartite contraction of 𝐻 such that

(1) 𝑚(1) B |𝐻(1) | ≤ 𝑛
𝑘𝜀2

(
𝑛
ℓ

) 𝑘
2−1.

(2) For 𝑡 ≥ 2, each bipartite 𝑡-uniform hypergraph {𝐻(𝑡)}𝑢∈[𝑝(𝑡)] is
(a) (𝜀, ℓ )-regular,

(b) |𝐻(𝑡)𝑢 | = 𝑚(𝑡)/𝑝(𝑡) = ⌊ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)⌋ for all 𝑢 ∈ [𝑝(𝑡)], where 𝑚(𝑡) B
∑
𝑢∈[𝑝(𝑡)] |𝐻

(𝑡)
𝑢 |.

Further, given 𝐻, the decomposition itself can be computed by an algorithm running in time 𝑂(𝑛𝑘 |𝐻 |2).
Observe that the lemma does not assume any lower bound on 𝑚. Indeed if 𝑚 is too small

then we will have 𝑚(𝑡) = 0 for all 𝑡 ≥ 2.

Proof of Lemma 5.2.7. We prove Lemma 5.2.7 by analyzing the following greedy algorithm to
construct the bipartite contraction. Before stating the formal algorithm, we first explain the high
level idea of the algorithm, as it is very simple.

If 𝐻 does not have enough hyperedges, then we set 𝐻(1) = 𝐻 and are done. Otherwise, there
must be some “violating” set 𝑄: namely, a set 𝑄 where deg(𝑄) is above a threshold 𝜏 (related to
the definition of regularity). We choose a “maximal” such violating 𝑄, i.e., no set containing 𝑄 is
a violation, and then (1) remove an arbitrary 𝜏 hyperedges of the form 𝑄 ∪ 𝐶 from 𝐻, (2) take
bipartite contractions (𝑄,𝐶 \𝑄) of all such hyperedges, and (3) add them all to 𝐻(𝑘+1−|𝑄 |)

𝑢 where
𝑢 is “new” partition where 𝑄𝑢 B 𝑄. Notice that we may pick the same 𝑄 more than once since
we only decrease deg(𝑄) by 𝜏 in one such step. We repeatedly fix such violations greedily until
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we cannot and stop. Notice that this procedure is “one-shot” – we do not recursively operate on
the 𝐻(𝑡)𝑢 ’s produced, as (we will show) that they are guaranteed to (𝜖, ℓ )-regular by the design of
our decomposition procedure.

We now state and analyze the greedy algorithm.

Algorithm 5.2.8.

Given: A 𝑘-uniform hypergraph 𝐻 over 𝑛 vertices, where 𝑚 = |𝐻 |.
Output: A bipartite contraction {{𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)]}𝑡=2,...,𝑘 of 𝐻.
Operation:

1. Initialize: 𝑝(𝑡) = 0 for 𝑡 = 2, . . . , 𝑘.
2. Fix violations greedily:

(a) Find a maximal nonempty violating 𝑄. That is, find 𝑄 ⊆ [𝑛] of size 1 ≤
|𝑄 | ≤ 𝑘 − 1 such that deg(𝑄) = |{𝐶 ∈ 𝐻 : 𝑄 ⊆ 𝐶}| > 1

𝜀2 max(
(
𝑛
ℓ

) 𝑘
2−|𝑄 | , 1), and

deg(𝑄′) ≤ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑘
2−|𝑄′ | , 1) for all 𝑄′ ⊋ 𝑄.

(b) Let 𝑞 = |𝑄 |. Let 𝑢 = 1 + 𝑝(𝑘+1−𝑞) be a new “label”, and define 𝐻′ to be an

arbitrary subset of {𝐶 ∈ 𝐻 : 𝑄 ⊆ 𝐶} of size exactly ⌊ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑘
2−𝑞 , 1)⌋. Let

𝑄 be the set 𝑄𝑢 associated with 𝑢, and define 𝐻(𝑘+1−𝑞)
𝑢 B {𝐶 \𝑄 : 𝐶 ∈ 𝐻′}.

(c) Set 𝑝(𝑘+1−𝑞) ← 1+ 𝑝(𝑘+1−𝑞), and 𝐻 ← 𝐻 \𝐻′.
3. If no such 𝑄 exists, then put the remaining hyperedges in 𝐻(1).

First, we argue that 𝑚(1) is small. By construction, 𝐻(1) is the set of remaining hyperedges when

the inner loop terminates, and so we must have deg({𝑖}) ≤ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑘
2−1 , 1) = 1

𝜀2

(
𝑛
ℓ

) 𝑘
2−1 for

every 𝑖 ∈ [𝑛]; we abuse notation and let deg only count hyperedges remaining in 𝐻. We then
have

∑
𝑖∈[𝑛] deg({𝑖}) = 𝑘 |𝐻(1) |, as every 𝐶 ∈ 𝐻(1) is counted exactly 𝑘 times in the sum. Hence,

𝑚(1) ≤ 𝑛
𝑘𝜀2

(
𝑛
ℓ

) 𝑘
2−1.

We now argue that for each 𝑡, the bipartite hypergraphs {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] have the desired proper-

ties. Fix 𝑡 ∈ {2, . . . , 𝑘}. By construction, each 𝐻(𝑡)𝑢 has the same size, namely ⌊ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)⌋.
It then follows that 𝑚(𝑡) B

∑
𝑢∈[𝑝(𝑡)] |𝐻

(𝑡)
𝑢 | = 𝑝(𝑡) · ⌊ 1

𝜀2 max
( (
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1
)
⌋, and so 𝑝(𝑡) ≤ 𝜀2𝑚(𝑡) and

|𝐻(𝑡)𝑢 | = 𝑚(𝑡)

𝑝(𝑡)
. This proves property (b) in Item (2).

It remains to show property (a), that {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] is (𝜀, ℓ )-regular. To see this, let 𝑢 ∈ [𝑝(𝑡)],
and let 𝑄𝑢 be the set associated with the label 𝑢. Note that we must have |𝑄𝑢 | = 𝑘 + 1 − 𝑡. Let
𝐻′ denote the set of constraints in 𝐻 at the time when 𝑢 and 𝐻

(𝑡)
𝑢 are added to the bipartite

hypergraph. Namely, we have that for every 𝐶 ∈ 𝐻(𝑡)𝑢 , 𝑄𝑢 ∪ 𝐶 ∈ 𝐻′. Now, let 𝑅 ⊆ [𝑛] be a
nonempty set of size at most 𝑡 − 1. First, observe that if 𝑅 ∩ 𝑄𝑢 is nonempty, then we must
have deg𝑢(𝑅) = 0 (this degree is in the hypergraph 𝐻(𝑡)𝑢 ). Indeed, this is because 𝐶 ∩𝑄𝑢 = ∅ for
all 𝐶 ∈ 𝐻(𝑡)𝑢 . So, we can assume that 𝑅 ∩𝑄𝑢 = ∅. Next, we see that deg𝑢(𝑅) ≤ deg𝐻′(𝑄𝑢 ∪ 𝑅)
(where deg𝐻′ is the degree in 𝐻′), as 𝑄𝑢 ∪ 𝐶 ∈ 𝐻′ for every 𝐶 ∈ 𝐻(𝑡)𝑢 . Because 𝑄𝑢 was maximal
whenever it was processed in our decomposition algorithm and 𝑄𝑢 ⊊ 𝑄𝑢 ∪ 𝑅 as 𝑅 is nonempty
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and 𝑅 ∩𝑄𝑢 = ∅, it follows that

deg𝐻′(𝑄𝑢 ∪ 𝑅) ≤
1
𝜀2

max(
(𝑛
ℓ

) 𝑘
2−|𝑄𝑢∪𝑅 |

, 1) = 1
𝜀2

max(
(𝑛
ℓ

) 𝑘
2−|𝑄𝑢 |−|𝑅 |

, 1)

=
1
𝜀2

max(
(𝑛
ℓ

) 𝑡− 𝑘2−1−|𝑅 |
, 1) ≤ 1

𝜀2
max(

(𝑛
ℓ

) 𝑡
2−1−|𝑅 |

, 1) ,

where the last inequality follows because 𝑡 − 𝑘
2 − 1− |𝑅 | ≤ 𝑡

2 − 1− |𝑅 | always holds, as 𝑡 ≤ 𝑘. This
finishes the proof.

Finally, when 𝑅 = ∅, we trivially have deg𝑢(∅) = |𝐻
(𝑡)
𝑢 | = ⌊ 1

𝜀2 max(
(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)⌋ ≤ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1) ≤
1
𝜀2 max(

(
𝑛
ℓ

) 𝑡
2−1 , 1), where we use again that 𝑡 − 𝑘

2 ≤ 𝑡
2 as 𝑡 ≤ 𝑘.

To argue the runtime bound, we simply observe that each iteration takes 𝑂(|𝐻 |𝑛𝑘) time via
brute-force, and there are clearly at most |𝐻 | iterations. □

5.3 Refuting semirandom sparse polynomials over the hypercube

In this section, we describe an algorithm to tightly refute semirandom instances of homogenous,
multilinear degree-𝑘 polynomials. Concretely, our algorithm takes as input a homogenous,
multilinear degree-𝑘 polynomial 𝜙 in 𝑛 variables 𝑥1, . . . , 𝑥𝑛 and outputs a correct upper bound
on val(𝜙) B max𝑥∈{−1,1}𝑛 𝜙(𝑥). Whenever the coefficients of the polynomial are generated
from independent random probability distributions on [−1, 1] and the (multi-)hypergraph of
coefficients has sufficiently many hyperedges, with high probability, the algorithm outputs a
value that is smaller than a target 𝜖. The guarantees of our algorithm are captured by the theorem
below.
Theorem 5.3.1 (Refuting semirandom sparse polynomials). Let 𝑘 ∈ N and ℓ : N→N be a function
such that 2(𝑘 − 1) ≤ ℓ (𝑛) ≤ 𝑛. There is an algorithm that takes as input a homogeneous, multilinear
polynomial 𝜙 in 𝑛 variables 𝑥1, 𝑥2, . . . , 𝑥𝑛 of total degree 𝑘 specified by a 𝑘-uniform multi-hypergraph 𝐻
and a collection of rational numbers {𝑏𝐶}𝐶∈𝐻 :

𝜙(𝑥) = 1
𝑚

∑
𝐶∈𝐻

𝑏𝐶 ·
∏
𝑖≤𝑘

𝑥𝐶𝑖 , (5.2)

and the algorithm outputs a value alg-val(𝜙) ∈ [−1, 1] in time 𝑛𝑂(ℓ ) satisfying the following:

(1) 1 ≥ alg-val(𝜙) ≥ val(𝜙).
(2) There is an absolute constant Γ > 0 such that if 𝑛log2 𝑛 ≥ |𝐻 | = 𝑚 ≥ 𝑚0 = Γ𝑘 ·

(
𝑛
ℓ

) 𝑘
2 ℓ · log2 𝑛

𝜀5

and the 𝑏𝐶 ’s are independent, mean 0 random variables supported in [−1, 1], then with probability
1− 1/poly(𝑛) over the draw of 𝑏𝐶 ’s, it holds that alg-val(𝜙) ≤ 𝜀 + 2−𝑛 .
Moreover, our algorithm is “captured” by the canonical degree 2ℓ sum-of-squares relaxation of polyno-

mial maximization problem over the hypercube. Specifically, under the same hypothesis on 𝜙 as above, for
every pseudo-expectation Ẽ of degree ≥ 2ℓ over {−1, 1}𝑛 , it holds that Ẽ[𝜙] ≤ 𝜖.

As is the case in Section 5.2, we will not assume that 𝐻 is simple, and we will adopt the same
notational conventions as in Remark 5.2.2.
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5.3.1 Regular bipartite polynomials

Our proof of Theorem 5.3.1 goes via a reduction to refuting sparse polynomials with additional
structure that we call bipartite polynomials. Bipartite polynomials can be seen as a generalization
of partitioned 2-XOR instances introduced in [AGK21]. We next present this class of polynomials
and identify a regularity property of such polynomials that will be a key technical ingredient in
our algorithm.
Definition 5.3.2 (𝑝-bipartite polynomials). Let 𝑘 ∈ N. A 𝑝-bipartite polynomial 𝜓 is a homoge-
neous degree 𝑘 polynomial in 𝑝 + 𝑛 variables 𝑦 = {𝑦𝑢}𝑢∈[𝑝] and 𝑥 = {𝑥 𝑗} 𝑗∈[𝑛] defined by

𝜓(𝑦, 𝑥) = 1
𝑚

𝑝∑
𝑢=1

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶 ,

where {𝐻𝑢}𝑢∈[𝑝] is a 𝑝-bipartite 𝑘-uniform hypergraph (Definition 5.2.3), 𝑏𝑢,𝐶 ∈ [−1, 1] for
every 𝐶 ∈ 𝐻, 𝑥𝐶 B

∏
𝑖∈𝐶 𝑥𝑖 , and 𝑚 B

∑
𝑢∈[𝑝] |𝐻𝑢 |. The value of 𝜓, denoted by val(𝜓), is

max𝑦∈{−1,1}𝑝 ,𝑥∈{−1,1}𝑛 𝜓(𝑦, 𝑥). Note that val(𝜓) ∈ [−1, 1] always. We also note that 𝜓 is a homoge-
neous degree 1 polynomial in 𝑦.
Definition 5.3.3 (Regular 𝑝-bipartite polynomials). We say that a 𝑝-bipartite polynomial 𝜓
is (𝜀, ℓ )-regular if the underlying 𝑝-bipartite 𝑘-uniform hypergraph {𝐻𝑢}𝑢∈[𝑝] is (𝜀, ℓ )-regular
(Definition 5.2.4). When 𝜀, ℓ are clear from context, we will simply say that 𝜓 is regular.

The bulk of the technical work in proving Theorem 5.3.1 is in analyzing a refutation algorithm
for regular instances of 𝑝-bipartite polynomials encapsulated in the following theorem.
Theorem 5.3.4 (Refuting regular bipartite polynomials). Let 𝑘 ∈ N. For any ℓ : N → N with
2(𝑘 − 1) ≤ ℓ (𝑛) ≤ 𝑛 for all 𝑛 ∈ N, there is an algorithm with the following properties: the algorithm takes
as input a 𝑝-bipartite, homogeneous, polynomial 𝜓 = 𝜓(𝑦, 𝑥) in variables 𝑦 = {𝑦𝑢}𝑢∈[𝑝] and 𝑥 = {𝑥𝑖}𝑖∈[𝑛]
of total degree 𝑘:

𝜓(𝑦, 𝑥) = 1
𝑚

𝑝∑
𝑢=1

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶 ,

specified by a collection of (𝑘 − 1)-uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝] and rational numbers in [−1, 1]
{𝑏𝑢,𝐶}𝑢∈[𝑝],𝐶∈𝐻𝑢 . The algorithm runs in time (𝑝 + 𝑛)𝑂(ℓ ) time and outputs alg-val(𝜓) ∈ [−1, 1] satisfying
the following:

1. For every 𝜓, alg-val(𝜓) ≥ val(𝜓).
2. Whenever 𝜓 and 𝑏𝑢,𝐶 ’s satisfy:

(a) 𝜓 is (𝜀, ℓ )-regular,
(b) |𝐻𝑢 | ≤ 2𝑚

𝑝 for all 𝑢 ∈ [𝑝],

(c) 𝑚 ≥ max
{
Γ𝑘 ·

(
𝑛
ℓ

) 𝑘−1
2

√
𝑝ℓ log 𝑛 · 1

𝜀3 , 𝑝

𝜖2

}
, where Γ is an absolute constant, and

(d) Each 𝑏𝑢,𝐶 is chosen uniformly at random from {−1, 1}.
Then with probability 1− 1/poly(𝑛) over the draw of 𝑏𝑢,𝐶 ’s, alg-val(𝜓) ≤ 𝑂(𝜀) + 2−𝑛 .

Further, our algorithm is “captured” by the sum-of-squares algorithm of degree 2ℓ : for every pseudo-
expectation Ẽ in variables 𝑥, 𝑦 of degree 2ℓ over {−1, 1}𝑝+𝑛 , Ẽ[𝜓(𝑥, 𝑦)] ≤ 𝑂(𝜀).

We defer the proof of Theorem 5.3.4 to Section 5.4.
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5.3.2 Reduction to regular bipartite polynomials

We now use Lemma 5.2.7 along with Theorem 5.3.4 to complete the proof of Theorem 5.3.1 by
analyzing the following algorithm:

Main Refutation Algorithm

Algorithm 5.3.5.
Given: A polynomial 𝜙 specified by a 𝑘-uniform multi-hypergraph 𝐻 over 𝑛 vertices and

rational numbers {𝑏𝐶}𝐶∈𝐻 .
Output: A value alg-val ∈ [−1, 1].
Operation:

1. Apply the decomposition algorithm from Lemma 5.2.7 to construct bipartite
hypergraphs {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] for 2 ≤ 𝑡 ≤ 𝑘, and a set of discarded edges 𝐻(1).

2. For every 𝑡, 𝑢 ∈ [𝑝(𝑡)] and for every hyperedge 𝐶 ∈ 𝐻(𝑡)𝑢 , set 𝑏𝑢,𝐶 = 𝑏𝑄𝑢∪𝐶 .
3. For 2 ≤ 𝑡 ≤ 𝑘, apply the refutation algorithm for regular bipartite polynomials

from Theorem 5.3.4 to the degree 𝑡 𝑝(𝑡)-bipartite polynomial specified by the
bipartite hypergraph {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] and 𝑏𝑢,𝐶 ’s to obtain alg-val𝑡 . Set alg-val1 = 1.

4. Output alg-val = 1
𝑚

∑
𝑡=1𝑘 𝑚

(𝑡) · alg-val𝑡 , where 𝑚(𝑡) =
∑
𝑢∈[𝑝(𝑡)] |𝐻

(𝑡)
𝑢 |.

Proof of Theorem 5.3.1 from Lemma 5.2.7 and Theorem 5.3.4. First, without loss of generality we will
assume that 𝜀 ≤ 1√

2
, so that 1

𝜀2 ≥ 2. This is without loss of generality, as it only changes the
universal constant in Theorem 5.3.1.

For each 𝑡 and 𝑢 ∈ [𝑝(𝑡)], let 𝑄𝑢 ⊆ [𝑛] denote the subset of size 𝑘 + 1 − 𝑡 associated to 𝑢,
and let 𝜓𝑡 be the polynomial associated with the 𝑡-uniform (𝜀, ℓ )-regular bipartite hypergraph
{𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] obtained from the hypergraph 𝐻 specifying the input polynomial 𝜙 by applying the
decomposition algorithm from Lemma 5.2.7. Thus, 𝜓𝑡 is a polynomial in the 𝑝(𝑡) + 𝑛 variables
{𝑦(𝑡)𝑢 }𝑢∈[𝑝(𝑡)] ∪ {𝑥𝑖}𝑖∈[𝑛], and 𝜓𝑡({𝑦(𝑡)𝑢 }𝑢∈[𝑝(𝑡)], 𝑥) B 1

𝑚(𝑡)
∑
𝑢∈[𝑝(𝑡)] 𝑦

(𝑡)
𝑢

∏
𝐶∈𝐻(𝑡)𝑢

𝑏𝑄𝑢∪𝐶𝑥𝐶 . We then have
that

𝜙(𝑥) = 1
𝑚

𝑘∑
𝑡=2

𝑚(𝑡)𝜓𝑡({𝑥𝑄𝑢 }𝑢∈[𝑝(𝑡)], 𝑥) +
1
𝑚

∑
𝐶∈𝐻(1)

𝑏𝐶𝑥𝐶 . (5.3)

Indeed, this follows immediately from the definition of a bipartite contraction, because when we
substitute 𝑥𝑄𝑢 for 𝑦𝑢 for some 𝑢 ∈ [𝑝(𝑡)], then 𝑦𝑢𝑥𝐶 = 𝑥𝑄𝑢∪𝐶 = 𝑥𝐶′ for 𝐶′ ∈ 𝐻.

Let alg-val𝑡 = alg-val(𝜓𝑡) be the output of the refutation algorithm from Theorem 5.3.4 applied
to 𝜓𝑡 . Then, val(𝜓𝑡) ≤ alg-val𝑡 . Thus, using (5.3), val(𝜙) ≤ 1

𝑚

∑𝑘
𝑡=1 𝑚

(𝑡)alg-val𝑡 = alg-val.
Next, if for some 𝑡, 𝑚(𝑡) ≤ 𝜀𝑚, then using the trivial bound of alg-val(𝜓𝑡) ≤ 1 yields

𝑚(𝑡)alg-val(𝜓𝑡) ≤ 𝜀𝑚. Note that in particular, 𝑚(1) ≤ 𝜀𝑚 always holds, as 𝑚 ≥ 1
𝜀3

(
𝑛
ℓ

) 𝑘
2 · ℓ

and 𝑚(1) ≤ 𝑛
𝑘𝜀2

(
𝑛
ℓ

) 𝑘
2−1.

Now, suppose that for some 𝑡, 𝑚(𝑡) ≥ 𝜀𝑚. We now prove that in this setting, 𝑚(𝑡) ≥ Γ𝑡 ·(
𝑛
ℓ

) 𝑡−1
2

√
𝑝(𝑡)ℓ · (log2 𝑛)2𝑡+0.5

𝜀3 . We know that 𝑚(𝑡) = 𝑝(𝑡) · ⌊ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)⌋. Hence, it suffices to
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show

𝜀𝑚 ≥ Γ2𝑡 ·
(𝑛
ℓ

) 𝑡−1
ℓ ·

log2 𝑛

𝜀6
· 1

1
2𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)
,

where we use that ⌊ 1
𝜀2 max(

(
𝑛
ℓ

) 𝑡− 𝑘2−1 , 1)⌋ ≥ ⌊ 1
𝜀2 ⌋ ≥ 1

2𝜀2 as 1
𝜀2 ≥ 2.

Hence, for 𝑡 ≥ 𝑘
2 + 1, it suffices to have

𝜀𝑚 ≥ 2Γ2𝑡 ·
(𝑛
ℓ

) 𝑘
2
ℓ ·

log2 𝑛

𝜀4
,

and for 𝑡 < 𝑘
2 + 1, it suffices to have

𝜀𝑚 ≥ 2Γ2𝑡 ·
(𝑛
ℓ

) 𝑡−1
ℓ ·

log2 𝑛

𝜀4
.

As 𝑚 ≥ Γ′𝑘 ·
(
𝑛
ℓ

) 𝑘
2 ℓ · log2 𝑛

𝜀5 , for the absolute constant Γ′ = 2Γ2, both conditions are satisfied.
We have thus shown that if 𝑚(𝑡) ≥ 𝜀𝑚, then 𝜓𝑡 satisfies the conditions of Theorem 5.3.4, and

so we have 𝑚(𝑡)alg-val𝑡 ≤ 𝜀𝑚(𝑡) ≤ 𝜀𝑚 with probability 1 − 1/poly(𝑛) over the draw of 𝑏𝐶 ’s. By
union bound over all 𝑡, we thus get that alg-val(𝜙) ≤ 𝑂(𝑘𝜀) with probability 1 − 𝑘/poly(𝑛) ≥
1− 1/poly(𝑛) over the draw of 𝑏𝐶 ’s. This completes the analysis of the second guarantee.

The running time of the algorithm is dominated by the time required to apply the refutation
algorithm from Theorem 5.3.4 to each of the bipartite polynomials produced by the decomposition
algorithm. This cost is bounded above by 𝑛𝑂(ℓ ).

Finally, the fact that this algorithm is “captured” by SoS follows because Theorem 5.3.4 is
“captured” by SoS and the linearity of the pseudo-expectations. □

5.4 Refuting regular bipartite polynomials

In this section, we prove Theorem 5.3.4. Our algorithm is based on the semidefinite programming
relaxation of the “∞→ 1”-norm of an appropriate matrix associated with the polynomial 𝜓. The
analysis of the algorithm will naturally establish the “Further,...” part of the statement.

As in several prior works starting with [CGL04], our proof of Theorem 5.3.4 applies the
“Cauchy-Schwarz” trick in order to work with an even-degree polynomial associated with 𝜓.
Lemma 5.4.1 (Cauchy-Schwarz trick). Let 𝜓 be a 𝑝-bipartite, homogeneous, polynomial 𝜓 = 𝜓(𝑦, 𝑥) in
variables 𝑦 = {𝑦𝑢}𝑢∈[𝑝] and 𝑥 = {𝑥𝑖}𝑖∈[𝑛] of total degree 𝑘:

𝜓(𝑦, 𝑥) = 1
𝑚

𝑝∑
𝑢=1

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶 .

Let 𝑓 be the following polynomial obtained from 𝜓:

𝑓 (𝑥) = 𝑝

𝑚2

𝑝∑
𝑢=1

∑
(𝐶,𝐶′)∈𝐻𝑢×𝐻𝑢 ,𝐶≠𝐶′

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′ .

Then val(𝜓)2 ≤ 𝑝

𝑚 + val( 𝑓 ). Further, for every pseudo-expectation Ẽ of degree ≥ 2𝑘 over {−1, 1}𝑝+𝑛 ,
Ẽ[𝜓]2 ≤ 𝑝

𝑚 + Ẽ[ 𝑓 ].
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Proof. Fix an assignment in {−1, 1} to the 𝑦𝑢’s and 𝑥𝑖’s. We then have

𝜓2(𝑦, 𝑥) =
(

1
𝑚

𝑝∑
𝑢=1

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶

)2

≤ 1
𝑚2

(
𝑝∑
𝑢=1

𝑦2
𝑢

) ©«
𝑝∑
𝑢=1

( ∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶

)2ª®¬
≤

𝑝

𝑚2
·
𝑝∑
𝑢=1

∑
𝐶∈𝐻𝑢

𝑏2
𝑢,𝐶𝑥

2
𝐶 +

𝑝

𝑚2

∑
𝑢≤𝑝

∑
(𝐶,𝐶′)∈𝐻𝑢×𝐻𝑢 ,𝐶≠𝐶′

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′

≤
𝑝

𝑚
+

𝑝

𝑚2

𝑝∑
𝑢=1

∑
(𝐶,𝐶′)∈𝐻𝑢×𝐻𝑢 ,𝐶≠𝐶′

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′ ,

where the first inequality above uses the Cauchy-Schwarz inequality, the second uses that 𝑦2
𝑢 = 1

for every 𝑢, and the third uses that 𝑏2
𝑢,𝐶 ≤ 1 and 𝑥2

𝐶
= 1. Further, observe that by using the SoS

version of the Cauchy-Schwarz inequality (Fact 3.5.3) and the fact that Ẽ is over {−1, 1}𝑝+𝑛 , we
see that the above also holds for all degree 𝑑 ≥ 2(𝑘 − 1) pseudo-expectations Ẽ.

Taking the maximum over 𝑥 and 𝑦 on both sides then yields that val(𝜓)2 ≤ 𝑝

𝑚 + val( 𝑓 ). Taking
the maximum over all pseudo-expectations Ẽ on {−1, 1}𝑝+𝑛 and using Fact 3.5.3 yields that
Ẽ[𝜓]2 ≤ Ẽ[𝜓2] ≤ 𝑝

𝑚 + Ẽ[ 𝑓 ]. □

5.4.1 The initial Kikuchi matrix

As Lemma 5.4.1 shows, it suffices to upper bound val( 𝑓 ). Our certificate of an upper bound on
val( 𝑓 ) is based on an appropriate variant of the Kikuchi matrix of [WAM19]. The definition of
the final matrix that we use is rather technical, so we will first define a simpler Kikuchi matrix
that will be helpful for intuition and in the analysis. Our final matrix will be obtained by keeping
a carefully chosen subset of the entries of the initial matrix.

To define the initial matrix, it is convenient to think of having two clones of each of the 𝑛
possible “𝑥” variables. For every 𝑖, we will use (𝑖, 1) and (𝑖, 2) to denote the two clones of the
𝑖-th variable below. For any set 𝐶 ⊆ [𝑛], we will use 𝐶(1) to denote the set {(𝑖, 1) | 𝑖 ∈ 𝐶}, i.e.,
the clause 𝐶 using the first type of clones, and 𝐶(2) to be the clause 𝐶 using the second type of
clones. Recall that for any sets 𝑆,𝑇, let 𝑆 ⊕ 𝑇 denote the symmetric difference of the two sets.
More generally, let 𝑆1 ⊕ 𝑆2 ⊕ · · · ⊕ 𝑆𝑡 denote the set of all elements that occur in an odd number of
different 𝑆𝑖’s.
Definition 5.4.2 (Our initial Kikuchi Matrix). Let ℓ ∈ N and let 𝑁 B

(2𝑛
ℓ

)
.

Fix a 𝑝-bipartite 𝑘-uniform hypergraph {𝐻𝑢}𝑢∈[𝑝]. For each 𝑢 ∈ [𝑝], define the 𝑁 ×𝑁 matrix
𝐴𝑢 , indexed by sets 𝑆 ⊆ [𝑛] × [2] of size ℓ , as follows. For any two sets 𝑆,𝑇 ⊆ [𝑛] × [2] of size ℓ

and sets 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 of size 𝑘 − 1, we say that 𝑆
𝐶,𝐶′↔ 𝑇 if

1. 𝑆 ⊕ 𝑇 = 𝐶(1) ⊕ 𝐶′(2),
2. 𝑘 is odd, and |𝑆 ∩ 𝐶(1) | = |𝑆 ∩ 𝐶′(2) | = |𝑇 ∩ 𝐶(1) | = |𝑇 ∩ 𝐶′(2) | = 𝑘−1

2 , or,
3. 𝑘 is even, and |𝑆 ∩ 𝐶(1) | = |𝑇 ∩ 𝐶′(2) | = 𝑘

2 and |𝑆 ∩ 𝐶′(2) | = |𝑇 ∩ 𝐶(1) | = 𝑘−2
2 , or,

4. 𝑘 is even, and |𝑆 ∩ 𝐶(1) | = |𝑇 ∩ 𝐶′(2) | = 𝑘−2
2 and |𝑆 ∩ 𝐶′(2) | = |𝑇 ∩ 𝐶(1) | = 𝑘

2 .
Note that 𝐶(1) ⊕ 𝐶′(2) = 𝐶(1) ∪ 𝐶′(2), as 𝐶(1) and 𝐶′(2) are disjoint by construction.
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For 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , we define

𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) =
{

1 if 𝑆
𝐶,𝐶′↔ 𝑇,

0 otherwise.

We then set
𝐴𝑢 =

∑
𝐶≠𝐶′∈𝐻𝑢

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝐴𝑢,𝐶,𝐶′ . (5.4)

Note that the sum is over pairs of different elements 𝐶,𝐶′ of the multiset 𝐻 (which may nonethe-
less be equal as sets).

Our (overall) Kikuchi matrix 𝐴 for the polynomial 𝑓 is defined as

𝐴 B

𝑝∑
𝑢=1

𝐴𝑢 . (5.5)

The matrix 𝐴 allows us to write 𝑓 as a quadratic form, as the following lemma shows.
Lemma 5.4.3. Let 𝑁 B

(2𝑛
ℓ

)
and let 𝐴 be the Kikuchi matrix in Definition 5.4.2 associated with an

arbitrary 𝑝-bipartite 𝜓 specified by a bipartite hypergraph 𝐻 and coefficients {𝑏𝑢,𝐶}𝑢∈[𝑝],𝐶∈𝐻 . For any
𝑥 ∈ {−1, 1}𝑛 , let 𝑥⊙ℓ ∈ {−1, 1}𝑁 be the vector where the 𝑆-th entry of 𝑥⊙ℓ is 𝑥𝑆 B

∏
𝑏∈[2]

∏
(𝑖,𝑏)∈𝑆 𝑥𝑖 .

Then,

(𝑥⊙ℓ )⊤𝐴𝑥⊙ℓ = 𝑚2𝐷

𝑝
· 𝑓 (𝑥) (5.6)

for 𝐷 as defined in Eq. (5.9).
Furthermore, since 𝑥⊙ℓ has ±1-valued entries, for any symmetric PSD matrix 𝑊 ⪰ 0, it holds that

val( 𝑓 ) ≤ 𝑝

𝑚2𝐷
∥𝑊−1/2𝐴𝑊−1/2∥2 · tr(𝑊). Moreover, for every pseudo-expectation Ẽ of degree ≥ 2ℓ over

{−1, 1}𝑛 ,
Ẽ[ 𝑓 ] = 𝑝

𝑚2𝐷
Ẽ[(𝑥⊙ℓ )⊤𝐴𝑥⊙ℓ ] ≤ 𝑝

𝑚2𝐷
∥𝑊−1/2𝐴𝑊−1/2∥2 · tr(𝑊) .

Proof. To see (5.6), observe that by definition of 𝐴, if 𝑘 is odd then every pair (𝐶,𝐶′) in 𝐻𝑢 with

𝐶 ≠ 𝐶′ appears exactly
(𝑘−1
𝑘−1

2

)2 (2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
= 𝐷 times when we expand the LHS. This is because

we can choose 𝑆 by first picking its size 𝑘−1
2 intersection with 𝐶(1) and its intersection with 𝐶′(2)

(
(𝑘−1
𝑘−1

2

)2
choices) and then picking the rest of the set (

(2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
choices), and this also completely

determines 𝑇. A similar calculation yields the value of 𝐷 when 𝑘 is even, and so Eq. (5.6) then
follows. This is the place where we crucially use the “clones” of the variables to ensure that each
pair (𝐶,𝐶′) appears the same number of times on the LHS. Without this trick, the number of
times a pair (𝐶,𝐶′) appears would instead depend on |𝐶 ∩ 𝐶′ |.

The “furthermore” follows by Fact 3.5.6. □

Below, we summarize the definitions that we have made so far.
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Key Notation

1. The input polynomial 𝜓

𝜓(𝑦, 𝑥) = 1
𝑚

𝑝∑
𝑢=1

𝑦𝑢

∑
𝐶∈𝐻𝑢

𝑏𝑢,𝐶𝑥𝐶 , (5.7)

is (𝜀, ℓ )-regular, and 𝑝-bipartite, homogeneous of total degree 𝑘 and is described by
a collection of (𝑘 − 1)-uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝] one for every 𝑢 ∈ [𝑝] and a
collection of rationals {𝑏𝑢,𝐶}𝑢∈[𝑝],𝐶∈𝐻𝑢 .

2. The polynomial 𝑓 obtained after the Cauchy-Schwarz trick applied to 𝜓:

𝑓 (𝑥) = 𝑝

𝑚2

𝑝∑
𝑢=1

∑
(𝐶,𝐶′)∈𝐻𝑢×𝐻𝑢 ,𝐶≠𝐶′

𝑏𝑢,𝐶𝑏𝑢,𝐶′𝑥𝐶𝑥𝐶′ , (5.8)

is homogeneous of total degree 2(𝑘 − 1). Furthermore, val(𝜓)2 ≤ val( 𝑓 ) + 𝑝

𝑚 ≤ val( 𝑓 ) +
𝜀2.

3. The Kikuchi matrix 𝐴 =
∑
𝑢 𝐴𝑢 of 𝑓 is an 𝑁 × 𝑁 matrix for 𝑁 =

(2𝑛
ℓ

)
. The entries of

𝐴 are indexed by sets 𝑆,𝑇 ⊆ [𝑛] × [2] of size ℓ and the entry 𝐴𝑢(𝑆,𝑇) is nonzero (and

equal to 𝑏𝑢,𝐶𝑏𝑢,𝐶′) if and only if 𝑆
𝐶,𝐶′↔ 𝑇 for some distinct pair 𝐶,𝐶′ ∈ 𝐻𝑢 . Each pair

(𝐶,𝐶′) from 𝐻𝑢 contributes 𝐷 nonzero entries in 𝐴 where

𝐷 =


(𝑘−1
𝑘−1

2

)2 (2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
if 𝑘 is odd

2
(𝑘−1

𝑘
2

) (𝑘−1
𝑘−2

2

) (2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
if 𝑘 is even.

(5.9)

Furthermore, val( 𝑓 ) ≤ 𝑝

𝑚2𝐷
∥𝑊−1/2𝐴𝑊−1/2∥2 · tr(𝑊) for any symmetric PSD matrix 𝑊 .

5.4.2 Proof plan

Using Lemma 5.4.3, our task reduces to finding a symmetric PSD matrix𝑊 such that ∥𝑊−1/2𝐴𝑊−1/2∥2 ·
tr(𝑊) ≤ 𝑚2𝐷𝜀2

𝑝 whenever 𝑏𝑢,𝐶 ’s are chosen independently at random from {−1, 1}. Our proof
proceeds in three conceptual steps:

1. Row pruning (Section 2.3). It turns out that the matrix 𝐴 is not quite sufficient for the
analysis to go through. Specifically, there can be rows in the matrix𝐴𝑢 that have ℓ1-norm that
is much larger than the average of 𝑚2𝐷

𝑝𝑁 . The first step of the proof is to remove rows in each
𝐴𝑢 that have too large ℓ1-norm and show that, by furthermore deleting an extra small set of
entries, we are left with a matrix 𝐵 =

∑𝑝

𝑢=1 𝐵𝑢 that satisfies all the properties of Lemma 5.4.3
and each 𝐵𝑢 has rows with bounded ℓ1-norm. This is somewhat delicate and crucially
relies on regularity of the 𝐻𝑢 ’s. We will prove this by computing conditional first moments,
a strategy that is due to [Yan24] and is a generalization of the edge deletion method of
row pruning in [HKM23]. The original proof in [GKM22] used a careful application of
the celebrated Schudy-Sviridenko polynomial concentration inequality for combinatorial
polynomials [SS12].
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2. Row bucketing/reweighting (Section 2.2). The row pruning ensures that no row has a
large ℓ1-norm in any single 𝐵𝑢 . Taking inspiration from spectral analyses of combinatorial
random matrices, one might expect that the spectral norm of 𝐵 after row pruning is upper
bounded. However, this turns out not to be true when the 𝐻𝑢’s are arbitrary regular
hypergraphs. Instead, we show that by reweighting by a careful choice of the PSD matrix
𝑊 , we can make all the rows/columns have roughly equal contribution to the “variance
term” in the reweighted matrix 𝑊−1/2𝐵𝑊−1/2, which will make it have a good spectral
norm. This row reweighting strategy is due to [HKM23], which is a smoother version of
the row bucketing strategy employed in [GKM22].

3. Spectral norm bound. Our final step involves proving a spectral norm upper bound on
∥𝑊−1/2𝐵𝑊−1/2∥2. This is the only step where we use randomness of the right-hand sides
𝑏𝐶 ’s.

Let us now proceed with the details of each of the three steps above.
In the row pruning step, we prove the following lemma.

Lemma 5.4.4 (Row pruned Kikuchi matrices). Let 𝐴 be the Kikuchi matrix associated with the
polynomial 𝑓 obtained from an (𝜖, ℓ )-regular 𝑝-bipartite polynomial 𝜓 of total degree 𝑘 defined by (𝑘 − 1)
uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝]. Let Δ = 𝑐𝑘 1

𝜀4 for a sufficiently large absolute constant 𝑐. Then, for each
𝑢 ∈ [𝑝] and each pair 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , there exists a matrix 𝐵𝑢,𝐶,𝐶′ ∈ {0, 1}𝑁×𝑁 such that

(1) The matrix 𝐵𝑢,𝐶,𝐶′ is a “subset” of the matrix 𝐴𝑢,𝐶,𝐶′ . Namely, for any pair (𝑆,𝑇), if 𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) = 1,
then 𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) = 1, and if 𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) = 0 then 𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) = 0.

(2) The matrix 𝐵𝑢,𝐶,𝐶′ has exactly 1
2𝐷 nonzero entries.

(3) The matrix
∑
𝐶≠𝐶′∈𝐻𝑢 𝐵𝑢,𝐶,𝐶′ has maximum row/column ℓ1-norm at most Δ.

Similarly to Definition 5.4.2, we let 𝐵𝑢 B
∑
𝐶≠𝐶′∈𝐻𝑢 𝐵𝑢,𝐶,𝐶′𝑏𝑢,𝐶𝑏𝑢,𝐶′ and 𝐵 B

∑
𝑢∈[𝑝] 𝐵𝑢 .

We note that the above properties of the matrices 𝐵𝑢,𝐶,𝐶′ imply that Lemma 5.4.3 holds for the
matrix 𝐵 as well if we replace 𝐷 with 1

2𝐷.
The reweighting matrix uses the following definition, which is a combinatorial notion that

bounds the ℓ1-norm of rows in 𝐵𝑢 .

Definition 5.4.5 (Combinatorial proxy for the row ℓ1-norm in 𝐵𝑢). For 𝑢 ∈ [𝑝] and 𝑆 ∈
(2𝑛
ℓ

)
, we

let 𝑑𝑢(𝑆) B
∑
𝑇 |𝐵𝑢,𝐶,𝐶′(𝑆,𝑇)|. We also define 𝑑(𝑆) B ∑

𝑢∈[𝑝] 𝑑𝑢(𝑆).
Remark 5.4.6. We note that 𝑑𝑢(𝑆) is an upper bound on the ℓ1-norm of the 𝑆-th row in 𝐵𝑢 , with the
difference being that 𝐵𝑢 is a random matrix (with randomness coming from the 𝑏𝑢,𝐶 ’s), and so the
ℓ1-norm of the 𝑆-th row may be lower depending on the draw of the 𝑏𝑢,𝐶 ’s if 𝐻𝑢 is a multigraph.

We also have that
∑
𝑆 𝑑(𝑆) ≤ 2𝑚2𝐷

𝑝 . This is because this simply counts the total number of
nonzero entries across all the 𝐵𝑢,𝐶,𝐶′’s, and there are exactly 𝐷/2 nonzero entries in each matrix,
and there are 𝑝 choices for 𝑢 and |𝐻𝑢 |2 ≤ 4𝑚2/𝑝2 choices for 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 .

The reweighting and spectral norm bound steps are captured via the following lemma.

Lemma 5.4.7. Let 𝐴 be the Kikuchi matrix associated with the polynomial 𝑓 obtained from an (𝜖, ℓ )-
regular 𝑝-bipartite polynomial 𝜓 of total degree 𝑘 defined by (𝑘 − 1) uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝] and
coefficients {𝑏𝑢,𝐶}𝑢∈[𝑝],𝐶∈𝐻𝑢 . Let 𝐵 be the pruned Kikuchi matrix defined in Lemma 5.4.4, and let 𝑊 be
the diagonal PSD matrix where 𝑊𝑆 is 𝑑(𝑆) + 𝑚2𝐷

𝑝𝑁 .
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Then, with probability 1− 1/poly(𝑛) over the draw of 𝑏𝑢,𝐶 ’s, it holds that

∥𝑊−1/2𝐵𝑊−1/2∥2 ≤ 𝑂
(√

𝑝𝑁ℓ log 𝑛
𝑚2𝐷

+Δ
𝑝𝑁ℓ log 𝑛
𝑚2𝐷

)
.

We now finish the proof assuming Lemmas 5.4.4 and 5.4.7.

Finishing the proof of Theorem 5.3.4. We have already shown that

val( 𝑓 ) ≤ 2𝑝
𝑚2𝐷

∥𝑊−1/2𝐵𝑊−1/2∥2 · tr(𝑊) ,

where 𝐵 is defined by Lemma 5.4.4.
Thus, our refutation algorithm operates as follows. First, we construct the matrices 𝐴𝑢,𝐶,𝐶′,

and then we construct the matrices 𝐵𝑢,𝐶,𝐶′ (which exist and are well-defined, by Lemma 5.4.4).
Then, we compute the matrix 𝑊 and 2𝑝

𝑚2𝐷
∥𝑊−1/2𝐵𝑊−1/2∥2, to obtain an upper bound on val( 𝑓 ).

We note that because the spectral norm is a real number, we can only compute it to an additive
error of 2−𝑂(𝑛), Finally, we use Lemma 5.4.1 to compute an upper bound on val(𝜓).

It thus remains to argue that with probability 1 − 1/poly(𝑛), the output of the idealized
algorithm (namely, ignoring the 2−𝑛 error from real number computation) is 𝑂(𝜀), i.e., it produces
an upper bound of 𝑂(𝜀) on val(𝜓).

By Lemma 5.4.7, we have that with probability 1− 1/poly(𝑛) over the draw of 𝑏𝑢,𝐶 ’s, it holds
that

∥𝑊−1/2𝐵𝑊−1/2∥2 ≤ 𝑂
(√

𝑝𝑁ℓ log 𝑛
𝑚2𝐷

+Δ
𝑝𝑁ℓ log 𝑛
𝑚2𝐷

)
.

Therefore, our algorithm certifies that

val( 𝑓 ) ≤
2𝑝
𝑚2𝐷

∥𝑊−1/2𝐵𝑊−1/2∥2 · tr(𝑊) .

We have that tr(𝑊) ≤ 𝑂
(
𝑚2𝐷
𝑝

)
, as

∑
𝑆 𝑑(𝑆) ≤ 2𝑚2𝐷

𝑝 , because for each 𝑢 ∈ [𝑝] and pair 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢

(of which there are at most 4𝑚2/𝑝), the pair (𝐶,𝐶′) contributes exactly 𝐷/2 entries, each of
magnitude at most 1.

It thus follows that we certify that

val( 𝑓 ) ≤ 𝑂
(√

𝑝𝑁ℓ log 𝑛
𝑚2𝐷

+Δ
𝑝𝑁ℓ log 𝑛
𝑚2𝐷

)
By Fact 3.6.2, we have that 𝑁/𝐷 ≤ 2𝑂(𝑘) ·

(
𝑛
ℓ

) 𝑘−1. Recall that Δ = 𝑐𝑘𝜀−4, for some absolute constant

𝑐. Because we have 𝑚 ≥ Γ𝑘 ·
(
𝑛
ℓ

) 𝑘−1
2

√
𝑝ℓ log 𝑛 · 𝜀−3 for a sufficiently large constant Γ, it follows

that we have val( 𝑓 ) ≤ 𝑂(𝜀2).
Finally, we have Lemma 5.4.1 that val(𝜓)2 ≤ 𝑝

𝑚 + val( 𝑓 ). As 𝑚 ≥ 𝑝/𝜀2, it follows that we
certify that val(𝜓)2 ≤ 𝑂(𝜀2), i.e., val(𝜓) ≤ 𝑂(𝜀). This finishes the proof. □
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5.4.3 Row pruning

In order to implement our row pruning step and prove Lemma 5.4.4, we will define bad
rows/columns of 𝐴𝑢 for each 𝑢. The following key definition abstracts out the property (of
the hypergraphs defining the input polynomial) that decides which rows are bad:
Definition 5.4.8 (Butterfly Degree). Let 𝐻𝑢 be a (𝑘 − 1)-uniform hypergraph on [𝑛]. For any
𝐶,𝐶′ ∈ 𝐻𝑢 , let

ℛ(𝐶,𝐶′) =

{
𝑅 ⊆ [𝑛] × [2]

���� |𝑅 | = 𝑘 − 1,
{
|𝑅 ∩ 𝐶(1) |, |𝑅 ∩ 𝐶′(2) |

}
=

{⌈ 𝑘 − 1
2

⌉
,
⌊ 𝑘 − 1

2

⌋}}
.

For any 𝑆 ⊆ [𝑛] × [2], and (𝑘 − 1)-uniform hypergraph 𝐻𝑢 on [𝑛], the butterfly degree of 𝑆 in 𝐻𝑢 is
defined by:

𝛾𝑢(𝑆) =
∑

(𝐶,𝐶′)∈𝐻𝑢×𝐻𝑢 ,𝐶≠𝐶′

∑
𝑅∈ℛ(𝐶,𝐶′)

1(𝑆 ∩ (𝐶(1) ∪ 𝐶′(2)) = 𝑅) .

For a collection of (𝑘 − 1)-uniform hypergraphs 𝐻𝑢 on [𝑛] for 𝑢 ∈ [𝑝], the total butterfly degree of 𝑆
is defined by 𝛾(𝑆) = ∑

𝑢∈[𝑝] 𝛾𝑢(𝑆).
We note that the notion of total butterfly degree above generalizes the notion of butterfly

degree studied in [AGK21]; the original notion of “butterfly degree” is so named because it counts
numbers of butterfly-shaped graphs.

The following lemma shows that the butterfly degree characterizes the maximum ℓ1-norm of
the rows of the Kikuchi matrix 𝐴𝑢 .
Lemma 5.4.9 (Butterfly Degree and the ℓ1-norm of rows of the Kikuchi Matrix). Let 𝐻𝑢 be a
(𝑘 − 1)-uniform hypergraph on [𝑛] and 𝐴𝑢 be the associated matrix in Definition 5.4.2. Then, for any
𝑆 ⊆ [𝑛] × [2], we have:

𝛾𝑢(𝑆) ≥
∑
𝑇

∑
𝐶≠𝐶′∈𝐻𝑢

|𝐴𝑢,𝐶,𝐶′(𝑆,𝑇)| .

Proof. If 𝑘 is odd, we observe that 𝛾𝑢(𝑆) is the number pairs (𝐶,𝐶′) ∈ 𝐻𝑢 × 𝐻𝑢 with 𝐶 ≠ 𝐶′

such that |𝑆 ∩ 𝐶(1) | = |𝑆 ∩ 𝐶′(2) | = 𝑘−1
2 , and if 𝑘 is even, 𝛾𝑢(𝑆) is the number of pairs such that

|𝑆 ∩ 𝐶(1) | = 𝑘
2 and |𝑆 ∩ 𝐶′(2) | = 𝑘−2

2 or |𝑆 ∩ 𝐶(1) | = 𝑘−2
2 and |𝑆 ∩ 𝐶′(2) | = 𝑘

2 . The lemma now
follows. □

We now identify “bad rows” in 𝐴𝑢 as those that have too large total butterfly degrees.
Definition 5.4.10 (Δ-Bad rows in 𝐴𝑢). We define the set of Δ-bad rows in 𝐴 to be:

ℬ𝑢 B {𝑆 : 𝛾𝑢(𝑆) > Δ} .

Note that the set ℬ𝑢 does not depend on the values of the 𝑏𝑢,𝐶 ’s.

Observe that by Lemma 5.4.9, every row that is not bad has an ℓ1-norm that is bounded by Δ.
The following lemma bounds the expectation of 𝛾𝑢(𝑆) over the rows 𝑆 where 𝑆 is a nonzero row
in 𝐴𝑢,𝐶,𝐶′. We defer the proof of Lemma 5.4.11 to the end of this subsection.
Lemma 5.4.11 (Conditional first moment of 𝛾𝑢(𝑆)). Let 𝐴 be the Kikuchi matrix associated with
the polynomial 𝑓 obtained from an (𝜖, ℓ )-regular 𝑝-bipartite polynomial 𝜓 of total degree 𝑘 defined by
(𝑘 − 1) uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝]. Let 𝑢 ∈ [𝑝]. For 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , let𝒰𝑢,𝐶,𝐶′ denote the uniform
distribution over nonzero rows in 𝐴𝑢,𝐶,𝐶′. Then, E𝑆←𝒰𝑢,𝐶,𝐶′ [𝛾𝑢(𝑆)] ≤ 2𝑂(𝑘)𝜀−4.
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By Markov’s inequality, this immediately implies the following corollary, which bounds the
number of entries that are deleted for a particular pair (𝐶,𝐶′) by the row deletion process.
Corollary 5.4.12 (Row pruned Kikuchi matrices). Let 𝐴 be the Kikuchi matrix associated with the
polynomial 𝑓 obtained from an (𝜖, ℓ )-regular 𝑝-bipartite polynomial 𝜓 of total degree 𝑘 defined by (𝑘 − 1)
uniform hypergraphs {𝐻𝑢}𝑢∈[𝑝]. Let 𝑢 ∈ [𝑝]. Let ℬ𝑢 is the set of Δ-bad rows in 𝐴𝑢 for

Δ = 𝑐𝑘
1
𝜀4

, (5.10)

where 𝑐 is an absolute constant. Then, for each 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , the number pairs (𝑆,𝑇) with 𝑆,𝑇 ∉ ℬ𝑢
such that 𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) = 1 is at least 1

2𝐷.
In particular, for each pair 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , there exists a symmetric matrix 𝐵𝑢,𝐶,𝐶′ ∈ {0, 1}𝑁×𝑁 such

that

(1) The matrix 𝐵𝑢,𝐶,𝐶′ is a “subset” of the matrix 𝐴𝑢,𝐶,𝐶′ . Namely, for any pair (𝑆,𝑇), if 𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) = 1,
then 𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) = 1, and if 𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) = 0 then 𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) = 0.

(2) The matrix 𝐵𝑢,𝐶,𝐶′ has exactly 1
2𝐷 nonzero entries.

(3) For every 𝑆,
∑
𝑇

∑
𝐶≠𝐶′∈𝐻𝑢 𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) ≤ Δ.

Proof of Corollary 5.4.12 from Lemma 5.4.11. Fix 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 . We observe that, because 𝑐 is a
large enough absolute constant, by applying Markov’s inequality and using Lemma 5.4.11, the
probability that a row 𝑆 ← 𝒟𝑢,𝐶,𝐶′ has 𝛾𝑢(𝑆) ≥ Δ is at most 0.01. Let 𝐴′

𝑢,𝐶,𝐶′ be the matrix
obtained by (1) starting with the matrix 𝐴𝑢,𝐶,𝐶′, and (2) “zeroing out” all rows/columns in ℬ𝑢 ,
i.e., setting 𝐴′

𝑢,𝐶,𝐶′(𝑆,𝑇) = 0 if 𝑆 ∈ ℬ𝑢 or 𝑇 ∈ ℬ𝑢 .
By the above, this can remove at most 2 · 0.01 ·𝐷 nonzero entries from 𝐴𝑢,𝐶,𝐶′, so 𝐴′

𝑢,𝐶,𝐶′ has
at least 0.98 ·𝐷 nonzero entries. We then let 𝐵𝑢,𝐶,𝐶′ be an arbitrary matrix obtained by taking a
subset of exactly 1

2𝐷 of the nonzero entries of 𝐴′
𝑢,𝐶,𝐶′ . Because 𝐴𝑢,𝐶,𝐶′ is symmetric, the set of bad

rows and bad columns is the same, and so 𝐴′
𝑢,𝐶,𝐶′ is symmetric. Thus, we can also make 𝐵𝑢,𝐶,𝐶′

be symmetric as well.
We have clearly found symmetric matrices 𝐵𝑢,𝐶,𝐶′ that satisfy the first two properties. To show

the last property, we observe that for any row 𝑆, we have either 𝑆 ∈ ℬ𝑢 , in which case the 𝑆-th
row of 𝐵𝑢,𝐶,𝐶′ is zero, or else 𝑆 ∉ ℬ𝑢 , in which case we have∑

𝑇

∑
𝐶≠𝐶′∈𝐻𝑢

𝐵𝑢,𝐶,𝐶′(𝑆,𝑇) ≤
∑
𝑇

∑
𝐶≠𝐶′∈𝐻𝑢

𝐴𝑢,𝐶,𝐶′(𝑆,𝑇) ≤ 𝛾𝑢(𝑆) ≤ Δ ,

where we use Lemma 5.4.9 and the observation that if 𝐵𝑢,𝐶,𝐶′ has a nonzero entry, then so does
𝐴𝑢,𝐶,𝐶′. □

It remains to prove Lemma 5.4.11, which we do now.

Proof of Lemma 5.4.11. Let 𝐶 ≠ 𝐶′ ∈ 𝐻𝑢 , and let𝒰𝑢,𝐶,𝐶′ be the uniform distribution over the rows
in 𝐴𝑢,𝐶,𝐶′ that contain a nonzero entry. Note that by definition, if a row 𝑆 has a nonzero entry,
then it has exactly one nonzero entry, and there are exactly 𝐷 nonzero entries in 𝐴𝑢,𝐶,𝐶′, so there
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are exactly 𝐷 rows with nonzero entries. If 𝑘 is even, we have

E𝑆←𝒰𝑢,𝐶,𝐶′ [𝛾𝑢(𝑆)] =
1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}|

+ 1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌈ 𝑘−1

2 ⌉

∑
𝐽2⊆𝐶:|𝐽2 |=⌊ 𝑘−1

2 ⌋

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}| ,

and if 𝑘 is odd, we have

E𝑆←𝒰𝑢,𝐶,𝐶′ [𝛾𝑢(𝑆)] =
1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |= 𝑘−1

2

∑
𝐽2⊆𝐶:|𝐽2 |= 𝑘−1

2

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}| .

Below, we will bound

1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}| ,

when 𝑘 is either even or odd. It will be clear from the calculation that, by symmetry, the bound
we show will also apply to the term when 𝑘 is even.

Consider a fixed choice of 𝐽1 ⊆ 𝐶, 𝐽2 ⊆ 𝐶′ with |𝐽1 | = ⌊ 𝑘−1
2 ⌋ and |𝐽2 | = ⌈ 𝑘−1

2 ⌉. Let us fix
𝑟1 ≤ ⌊ 𝑘−1

2 ⌋ and 𝑟2 ≤ ⌈ 𝑘−1
2 ⌉, and let 𝑅1 ⊆ 𝐽1, 𝑅2 ⊆ 𝐽2 with |𝑅1 | = 𝑟1 ≤ ⌊ 𝑘−1

2 ⌋ and |𝑅2 | = 𝑟2 ≤ ⌈ 𝑘−1
2 ⌉.

Let us also consider a fixed choice of 𝐶′′,𝐶′′′ ∈ 𝐻𝑢 with 𝐶′′ ≠ 𝐶′′′, 𝐶′′ ∩ 𝐽1 = 𝑅1, and 𝐶′′′ ∩ 𝐽2 = 𝑅2.
We will bound |{𝑆 : 𝑆 ∈ ℛ(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽

(2)
2 ⊆ 𝑆}|.

Observe that |𝑆 | = ℓ and 𝐽
(1)
1 ∪ 𝐽

(2)
2 ⊆ 𝑆. Thus, to count the number of 𝑆, we simply need to

count the choices for the remaining ℓ − (𝑘 − 1) elements of 𝑆. Because 𝑆 ∈ ℛ(𝐶′′,𝐶′′′), it must contain
at least ⌊ 𝑘−1

2 ⌋ elements of 𝐶′′ and ⌈ 𝑘−1
2 ⌉ elements of 𝐶′′′. Because |𝐶′′ ∩ 𝐽1 | = 𝑟1 and |𝐶′′′ ∩ 𝐽2 | = 𝑟2,

this means that the ℓ − (𝑘 − 1) elements of 𝑆 \ (𝑅(1)1 ∪𝑅
(2)
2 )must contain at least ⌊ 𝑘−1

2 ⌋ − 𝑟1 elements
of (𝐶′′ \ 𝑅1)(1) and ⌈ 𝑘−1

2 ⌉ − 𝑟2 elements of (𝐶′′′ \ 𝑅2)(2). Thus, the number of choices for 𝑆 is

|{𝑆 : 𝑆 ∈ ℛ(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}| ≤

(
𝑘 − 1

⌊ 𝑘−1
2 ⌋ − 𝑟1

)
·
(

𝑘 − 1
⌈ 𝑘−1

2 ⌉ − 𝑟2

) (
2𝑛

ℓ − 2(𝑘 − 1) + 𝑟1 + 𝑟2

)
,

where we note that ℓ − (𝑘 − 1) − (⌊ 𝑘−1
2 ⌋ − 𝑟1) − (⌈ 𝑘−1

2 ⌉ − 𝑟2) = ℓ − 2(𝑘 − 1).
We thus have that

1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}|

=
1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

∑
𝐶′′≠𝐶′′′∈𝐻𝑢 :𝐶′′∩𝐽1=𝑅1,𝐶′′′∩𝐽2=𝑅2

|{𝑆 : 𝑆 ∈ ℛ(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}|

≤ 1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

∑
𝐶′′≠𝐶′′′∈𝐻𝑢 :𝐶′′∩𝐽1=𝑅1,𝐶′′′∩𝐽2=𝑅2

2𝑂(𝑘)
(

2𝑛
ℓ − 2(𝑘 − 1) + |𝑅1 | + |𝑅2 |

)
.

Now, applying Facts 3.6.1 and 3.6.2, we have that( 2𝑛
ℓ−2(𝑘−1)+𝑟1+𝑟2

)
𝐷

≤ 2𝑂(𝑘)
(
ℓ

𝑛

)2(𝑘−1)−𝑟1−𝑟2−(𝑘−1)
= 2𝑂(𝑘)

(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
.
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Thus, we have the bound

1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}|

≤
∑

𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1
2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

∑
𝐶′′≠𝐶′′′∈𝐻𝑢 :𝐶′′∩𝐽1=𝑅1,𝐶′′′∩𝐽2=𝑅2

2𝑂(𝑘)
(
ℓ

𝑛

) (𝑘−1)−𝑟1−𝑟2

≤
∑

𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1
2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

deg𝑢(𝑅1)deg𝑢(𝑅2)2𝑂(𝑘)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
.

Because the 𝐻𝑢’s are (𝜀, ℓ )-regular, we have that for any 𝑏 ∈ {1, 2}, deg𝑢(𝑅𝑏) ≤ 1
𝜀2

(
𝑛
ℓ

) 𝑘
2−1−|𝑅𝑏 | if

|𝑅𝑏 | ≤ 𝑘−2
2 , and deg𝑢(𝑅𝑏) ≤ 1

𝜀2 if |𝑅𝑏 | = 𝑘−1
2 (if 𝑘 odd) or 𝑘

2 (if 𝑘 even). We have a few cases. If
|𝑅𝑏 | ≤ 𝑘

2 − 1, then

deg𝑢(𝑅1)deg𝑢(𝑅2)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
≤ 1

𝜀4
· ℓ
𝑛

.

If 𝑘 is odd and |𝑅𝑏 | = 𝑘−1
2 for one choice of 𝑏 and |𝑅𝑏 | ≤ 𝑘

2 − 1 for the other choice of 𝑏, then we
have

deg𝑢(𝑅1)deg𝑢(𝑅2)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
≤ 1

𝜀4
·
√
ℓ

𝑛
.

If 𝑘 is odd and |𝑅1 | = |𝑅2 | = 𝑘−1
2 , then we have

deg𝑢(𝑅1)deg𝑢(𝑅2)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
≤ 1

𝜀4
.

Finally, if 𝑘 is even and |𝑅𝑏 | = 𝑘
2 for one choice of 𝑏, then we must have |𝑅𝑏 | ≤ 𝑘

2 − 1 for the other
choice of 𝑏, and we thus have

deg𝑢(𝑅1)deg𝑢(𝑅2)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |
≤ 1

𝜀4
.

In all cases, we conclude that deg𝑢(𝑅1)deg𝑢(𝑅2)
(
ℓ
𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 | ≤ 1
𝜀4 , and so we have a bound of

1
𝐷

∑
𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1

2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝐶′′≠𝐶′′′∈𝐻𝑢

|{𝑆 : 𝑆 ∈ 𝒥(𝐶′′,𝐶′′′), 𝐽(1)1 ∪ 𝐽
(2)
2 ⊆ 𝑆}|

≤
∑

𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1
2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

deg𝑢(𝑅1)deg𝑢(𝑅2)2𝑂(𝑘)
(
ℓ

𝑛

) (𝑘−1)−|𝑅1 |−|𝑅2 |

≤
∑

𝐽1⊆𝐶:|𝐽1 |=⌊ 𝑘−1
2 ⌋

∑
𝐽2⊆𝐶:|𝐽2 |=⌈ 𝑘−1

2 ⌉

∑
𝑅1⊆𝐽1,𝑅2⊆𝐽2

2𝑂(𝑘)

𝜀4

≤ 2𝑂(𝑘)

𝜀4
.

□
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5.4.4 Bounding the spectral norm of the “reweighted pruned matrix”: proof of
Lemma 5.4.7

We now prove Lemma 5.4.7. The proof is based on the trace moment method, and will also be
important to us in Chapter 9 in Part II of this thesis.

Proof. We observe that ∥𝑊−1/2𝐵𝑊−1/2∥2𝑟2 ≤ tr((𝑊−1/2𝐵𝑊−1/2)2𝑟) = tr((𝑊−1𝐵)2𝑟). We will proceed
with the proof in two steps. First, we upper bound E[tr((𝑊−1𝐵)2𝑟)] by a combinatorial quantity:
the total weight of “even walk sequences”, which we define below. Then, we bound the total
weight of such sequences.

Definition 5.4.13. Let 𝑆 ∈
(2𝑛
ℓ

)
. We say that a sequence (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)with 𝑢ℎ ∈ [𝑝]

and 𝐶ℎ ≠ 𝐶′
ℎ
∈ 𝐻𝑢ℎ is a “walk sequence” for 𝑆 if the sets 𝑆ℎ B 𝑆 ⊕

⊕
𝑗≤ℎ(𝐶

(1)
𝑗
⊕ 𝐶′

𝑗
(2)) each have

size exactly ℓ and the entries 𝐵𝑢ℎ (𝑆ℎ , 𝑆ℎ+1) are nonzero for each ℎ ∈ {0, . . . , 2𝑟}, where 𝑆0 B 𝑆.
Moreover, the sequence is even if each (𝑢,𝑄) appears an even number of times in the multiset
{(𝑢ℎ ,𝐶ℎ), (𝑢ℎ ,𝐶′

ℎ
)}ℎ∈[2𝑟].

The weight of the sequence is
∏2𝑟−1

ℎ=0
1

𝑊𝑆ℎ
.

Proposition 5.4.14. We have

E[tr((𝑊−1𝐵)2𝑟)] ≤
∑
𝑆∈(2𝑛ℓ )

∑
even walk sequences

(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) for 𝑆

wt(𝑆, (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)) .

Lemma 5.4.15 (Sequence counting). For each 𝑆, it holds that∑
even walk sequences

(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) for 𝑆

wt(𝑆, (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)) ≤ (4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 (2𝑚2𝐷

𝑝𝑁
+ 𝑟Δ2

) 𝑟
.

We observe that Proposition 5.4.14 and Lemma 5.4.15 immediately imply Lemma 5.4.7. Indeed,
we have that

E[tr((𝑊−1𝐵)2𝑟)] ≤ 𝑁(4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 (2𝑚2𝐷

𝑝𝑁
+ 𝑟Δ2

) 𝑟
,

and hence by Markov’s inequality,

Pr[∥𝑊−1/2𝐵𝑊−1/2∥2 ≥ 𝜆] ≤
E[∥𝑊−1/2𝐵𝑊−1/2∥2𝑟2 ]

𝜆2𝑟
≤
𝑁(4𝑟)𝑟

(
𝑝𝑁

𝑚2𝐷

)2𝑟 (
2𝑚2𝐷
𝑝𝑁 + 𝑟Δ2

) 𝑟
𝜆2𝑟

.

Taking 𝑟 = ⌈log2 𝑁⌉ and 𝜆 = 𝑐

(√
𝑝𝑁𝑟

𝑚2𝐷
+ 𝑟Δ 𝑝𝑁

𝑚2𝐷

)
for a large enough absolute constant 𝑐 thus

implies

Pr

[
∥𝑊−1/2𝐵𝑊−1/2∥2 ≥ 𝑐

(√
𝑝𝑁𝑟

𝑚2𝐷
+ 𝑟Δ

𝑝𝑁

𝑚2𝐷

)]
≤ 𝑁4𝑟

𝑐2𝑟
≤ 1

poly(𝑁) ,

which finishes the proof of Lemma 5.4.7, as 𝑟 ≤ 𝑂(log𝑁) = 𝑂(ℓ log 𝑛). □
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We now prove Proposition 5.4.14 and Lemma 5.4.15.

Proof of Proposition 5.4.14. We compute:

E[tr((𝑊−1𝐵)2𝑟)] =
∑

(𝑢1,𝑆1),...,(𝑢2𝑟 ,𝑆2𝑟 )
E[

2𝑟∏
ℎ=1

1
𝑊𝑆ℎ−1

𝐵𝑢ℎ (𝑆ℎ−1, 𝑆ℎ)] ,

where we use the convention that 𝑢2𝑟+1 B 𝑢1 and 𝑆0 B 𝑆2𝑟 . Next, we observe that this is equal to

=
∑
𝑆

∑
(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) walk sequence for 𝑆

E[
2𝑟∏
ℎ=1

1
𝑊𝑆ℎ−1

𝐵𝑢ℎ−1(𝑆ℎ−1, 𝑆ℎ)]

=
∑
𝑆

∑
(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) walk sequence for 𝑆

E[
2𝑟∏
ℎ=1

1
𝑊𝑆ℎ−1

𝑏𝑢ℎ−1,𝐶ℎ−1𝑏𝑢ℎ−1,𝐶′
ℎ−1
]

≤
∑
𝑆

∑
even walk sequences

(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) for 𝑆

wt(𝑆, (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)) ,

as the term in the sum is 0 unless the walk sequence is even. □

Proof of Lemma 5.4.15. We shall upper bound the total weight of such sequences for each 𝑆 via
an encoding argument. For a set 𝑆 and 𝑢 ∈ [𝑝], we will say that 𝐶,𝐶′ ∈ 𝐻𝑢 extends 𝑆 if
𝐵𝑢(𝑆, 𝑆 ⊕ 𝐶(1) ⊕ 𝐶′(2)) is well-defined and nonzero. The encoding is as follows:

(1) Choose 𝑧 ∈ [𝑟], the number of distinct 𝑢’s that appear in the sequence. Note that 𝑧 must be at
most 𝑟 because the sequence is even; 𝑢ℎ cannot appear once in {𝑢1, . . . , 𝑢2𝑟}, as then we must
pair (𝑢ℎ ,𝐶ℎ)with (𝑢ℎ ,𝐶′

ℎ
), but we must have 𝐶ℎ ≠ 𝐶′

ℎ
.

(2) Choose 2𝑧 locations 𝐿 in [2𝑟]. These will denote the first and last occurrence of each distinct
𝑢ℎ for ℎ ∈ [𝑧].

(3) Choose a perfect matching 𝜋 for the 2𝑧 chosen locations. We will think of 𝜋 as a function
𝜋 : 𝐿 → [𝑧], satisfying 𝑡1 < 𝑡2 < · · · < 𝑡𝑧 , where 𝑡ℎ is the first preimage of ℎ in 𝐿 (using the
natural ordering on 𝐿 inherited from [2𝑟]). We let 𝑡′

ℎ
denote the second preimage of ℎ in 𝐿.

(4) Proceed in order of steps 𝑡 = 1, . . . , 2𝑟. We thus know the set 𝑆𝑡 that we are currently “at”.
There are three cases.

(a) Suppose 𝑡 = 𝑡ℎ for some ℎ. Then, (1) choose 𝑢 ∈ [𝑝] (that has not yet been chosen);
(2) choose 𝐶,𝐶′ ∈ 𝐻𝑢 extending 𝑆𝑡 ; (3) set the 𝑡-th element of the sequence to be (𝑢,𝐶,𝐶′).

(b) Suppose that 𝑡 ≠ 𝑡ℎ , 𝑡′
ℎ

for all ℎ ∈ [𝑧]. Then, pick a previously chosen 𝑢 (that has not yet
reached its last occurrence according to the matching 𝜋), and pick 𝐶,𝐶′ ∈ 𝐻𝑢 that extends
𝑆𝑡 . Set the 𝑡-th element of the sequence to be (𝑢,𝐶,𝐶′).

(c) Suppose that 𝑡 = 𝑡′
ℎ

for some ℎ. Then, choose 𝑢 = 𝑢ℎ and let 𝐶,𝐶′ ∈ 𝐻𝑢 be the unique pair
that extends 𝑆𝑡 and keeps the sequence even. Set the 𝑡-th element of the sequence to be
either (𝑢,𝐶,𝐶′) or (𝑢,𝐶′,𝐶).

We now count the number of choices. Let us first think of the first 3 steps as fixed. There are 3
cases. If we are choosing a new 𝑢, then there are

∑
𝑢 𝑑𝑢(𝑆𝑡) = 𝑑(𝑆𝑡) ways to pick (𝑢,𝐶,𝐶′), and

this is multiplied by a weight of 1
𝑊𝑆𝑡
≤ 1

𝑑(𝑆𝑡 ) , so this adds a total weight of at most 1.
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If we are choosing an old 𝑢, then there are 𝑧Δ ways to pick (𝑢,𝐶,𝐶′), as we have 𝑧 choices
for 𝑢 and then 𝑑𝑢(𝑆𝑡) ≤ 𝛾𝑢(𝑆𝑡) ≤ Δ choices for the pair 𝐶,𝐶′. This is multiplied by a weight of

1
𝑊𝑆𝑡
≥ 𝑝𝑁

𝑚2𝐷
, for a total contribution of 𝑧Δ𝑝𝑁

𝑚2𝐷
.

Finally, if we are at 𝑡 = 𝑡′
ℎ

for some ℎ, then we have 2 choices, and thus the total contribution

to the weight is at most 2𝑝𝑁
𝑚2𝐷

. Hence, across all steps, we have 1𝑧 ·
(

2𝑝𝑁
𝑚2𝐷

) 𝑧
·
(
𝑧Δ𝑝𝑁

𝑚2𝐷

)2𝑟−2𝑧
choices.

Next, we think of 𝑧 as fixed, and count the choices for Steps (2) and (3). These have
(2𝑟
2𝑧

)
choices and (2𝑧)!2𝑧𝑧! choices, respectively. Combining, we thus have the bound

# (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟) even, well-formed for 𝑆 ≤
𝑟∑
𝑧=1

(
2𝑟
2𝑧

)
(2𝑧)!
2𝑧𝑧!

(
2𝑝𝑁
𝑚2𝐷

) 𝑧
·
(
𝑧Δ𝑝𝑁

𝑚2𝐷

)2𝑟−2𝑧

.

We now observe that (
2𝑟
2𝑧

)
(2𝑧)!
𝑧!

𝑧2𝑟−2𝑧 =
(2𝑟)!

(2𝑟 − 2𝑧)!𝑧!
· 𝑧2𝑟−2𝑧

=
(2𝑟)!
𝑟!𝑟!
· (𝑟 − 𝑧)!(𝑟 − 𝑧)!(2𝑟 − 2𝑧)! · 𝑟!

(𝑟 − 𝑧)! ·
𝑟!

𝑧!(𝑟 − 𝑧)! · 𝑧
2𝑟−2𝑧

≤ 22𝑟 · 1 · 𝑟𝑧 ·
(
𝑟

𝑧

)
· 𝑟2𝑟−2𝑧

≤ (4𝑟)𝑟
(
𝑟

𝑧

)
𝑟𝑟−𝑧 .

Thus, the total weight is at most

𝑟∑
𝑧=1

(
2𝑟
2𝑧

)
(2𝑧)!
2𝑧𝑧!

(
2𝑝𝑁
𝑚2𝐷

) 𝑧
·
(
𝑧Δ𝑝𝑁

𝑚2𝐷

)2𝑟−2𝑧

≤ (4𝑟)𝑟
𝑟∑
𝑧=1

(
𝑟

𝑧

)
2𝑧

(
𝑝𝑁

𝑚2𝐷

)2𝑟−𝑧
𝑟𝑟−𝑧Δ2𝑟−2𝑧

= (4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 𝑟∑
𝑧=1

(
𝑟

𝑧

) (
2𝑚2𝐷

𝑝𝑁

) 𝑧
(𝑟Δ2)𝑟−𝑧

= (4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 (2𝑚2𝐷

𝑝𝑁
+ 𝑟Δ2

) 𝑟
,

which finishes the proof. □

5.5 Strong CSP refutation: smoothed via semirandom

In this section, we show how the tight refutation of semirandom sparse polynomials in Section 5.3
can be used in a black-box way to derive nearly optimal algorithms for strongly refuting smoothed
CSPs and, as a special case, semirandom CSPs.

Smoothed model. Let us first formally describe the model of smoothed Boolean CSPs.
Definition 5.5.1 (Smoothed CSP Instances [Fei07]). Let 𝑘 ∈ N. Let 𝜓 be an instance of a CSP
with predicate 𝑃 : {−1, 1}𝑘 → {0, 1} specified by a collection of 𝑘-tuples 𝐻 and literal patterns 𝜉.
Let ®𝑝 = {𝑝𝐶,𝑖}𝐶∈𝐻,𝑖∈[𝑘] with each 𝑝𝐶,𝑖 ∈ [0, 1] be smoothing parameters, one for every 𝐶 ∈ 𝐻 and
𝑖 ∈ [𝑘]. A ®𝑝-smoothing of 𝜓 is obtained as follows:
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1. For every 𝐶 ∈ 𝐻, let 𝑆𝐶 ⊆ [𝑘] be obtained by adding 𝑖 to 𝑆𝐶 with probability 𝑝𝐶,𝑖 indepen-
dently for every 𝑖 ∈ 𝐶.

2. For every 𝑖 ∈ 𝑆𝐶 , reset 𝜉(𝐶, 𝑖) to be a uniform and independent random bit in ±1.
Remark 5.5.2. 1. The notion of smoothing allows using a different probability of “rerandomiz-

ing” each of 𝑚𝑘 literals in a 𝑘-CSP instance 𝜓 with 𝑚 constraints.
2. The two-step random process above is equivalent to flipping the negation pattern 𝜉(𝐶, 𝑖) of

the 𝑖-th literal in clause 𝐶 ∈ 𝐻 independently of others with probability 𝑝𝐶,𝑖/2.
3. Setting 𝑝𝐶,𝑖 = 1 for every 𝑖,𝐶 yields the model where the literal patterns are uniformly

random and independent in {±1}. This is the semirandom model of CSPs.
We now proceed to state and prove our main results concerning refutation of smoothed

instances, along the way noting also a better bound for the special semirandom case. We recall
the notion of 𝑡-wise uniform distributions before presenting the main result.
Definition 5.5.3 (𝑡-wise uniform distribution). A probability distribution 𝜇 on {−1, 1}𝑘 is said to
be 𝑡-wise uniform if E𝑧∼𝜇

∏
𝑖∈𝑆 𝑧𝑖 = 0 for every 𝑆 ⊆ [𝑘] of size |𝑆 | ≤ 𝑡.

Theorem 5.5.4 (Smoothed Boolean CSP Refutation). Let 𝑃 : {−1, 1}𝑘 → {0, 1} be a 𝑘-ary Boolean
predicate such that there is no 𝑡-wise uniform distribution supported on 𝑃−1(1). Let ℓ be an integer with
2(𝑘 − 1) ≤ ℓ ≤ 𝑛. There is an algorithm that takes as input an instance Θ of CSP(𝑃) and outputs a value
alg-val(Θ) ∈ [0, 1] in time 𝑛𝑂(ℓ ) satisfying the following:
(1) val(Θ) ≤ alg-val(Θ) ≤ 1.
(2) Suppose the input instance Θ is a smoothing 𝜓𝑠 of an arbitrary CSP instance 𝜓 = (𝐻, 𝜉) with 𝑛

variables and 𝑚 constraints w.r.t. a vector of smoothing parameters ®𝑝 = {𝑝𝐶,𝑖} in [0, 1]. Suppose that
𝑚 ≥ 2𝑚0

𝑞(®𝑝) , where

𝑚0 =
2𝑂(𝑘) log2 𝑛

𝜀5
· ℓ

(𝑛
ℓ

) 𝑡
2

and

𝑞(®𝑝) = 1
𝑚

∑
𝐶∈𝐻

∏
𝑖∈𝐶

𝑝𝐶,𝑖 . (5.11)

Then with probability at least 1− 1/poly(𝑛) over the randomness of the smoothening process, it holds
that alg-val(Θ) ≤ 1− 𝑞(®𝑝)

2 · (𝛿𝑡 − 𝜖) + 2−𝑛 . Here, 𝛿𝑡 ≥ 2−�̃�(𝑘
𝑡 ) depends only on the predicate 𝑃.

Furthermore, in the semirandom case (where all 𝑝𝐶,𝑖 = 1), we have alg-val(Θ) ≤ 1 − 𝛿𝑡 + 𝜖 + 2−𝑛

with probability 1− 1/poly(𝑛).
Moreover, the algorithm is captured by the canonical degree 2ℓ sum-of-squares relaxation of the CSP
maximization problem over the hypercube.

The following result, proved in [AOW15] using LP duality, plays a crucial role in our proof
of the above theorem, by allowing us to bound the value of CSP with predicate 𝑃 that does not
support a 𝑡-wise uniform distribution by a degree-𝑡 polynomial as proxy.
Fact 5.5.5 (Separating Polynomials, Lemma 3.16 and Theorem 4.10 in [AOW15]). Let 𝑃 :
{−1, 1}𝑘 → {0, 1} be a predicate such that there is no 𝑡-wise uniform distribution supported on 𝑃−1(1).
Then, there is a 𝛿𝑡 ≥ 2−�̃�(𝑘

𝑡 ) such that for every 𝑡-wise uniform distribution 𝜁, E𝜁[𝑃] ≤ 1− 𝛿𝑡 . Further-
more, there is a degree-𝑡 polynomial 𝑄 : {−1, 1}𝑘 → R such that 𝑄(𝑧) = ∑

𝑇⊆[𝑘] �̂�(𝑇)𝑧𝑇 and:
1. 𝑃(𝑧) ≤ 1− 𝛿𝑡 +𝑄(𝑧) for every 𝑧 ∈ {−1, 1}𝑘
2. �̂�(∅) = 0, i.e. 𝑄 has no constant coefficient, and,
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3.
∑
𝑇⊆[𝑘] |�̂�(𝑇)| ≤ 22𝑘 .

We now turn to the task of proving Theorem 5.5.4.

5.5.1 Proof of Theorem 5.5.4

By Fact 3.5.2, there is an algorithm that in 𝑛𝑂(ℓ )-time outputs a value alg-val(Θ) ∈ [0, 1] such that
𝛽 ≤ alg-val(Θ) ≤ 𝛽 + 2−𝑛 , where 𝛽 = max Ẽ[Θ], Θ(𝑥) B ∑

𝐶∈𝐻 𝑃(𝜉(𝐶, 1)𝑥𝐶1 , . . . , 𝜉(𝐶, 𝑘)𝑥𝐶𝑘 ) is a
degree ≤ 2𝑘 polynomial, and the maximum is taken over degree-2ℓ pseudo-expectations Ẽ over
{−1, 1}𝑛 . Note that Θ is indeed a degree ≤ 2𝑘 polynomial, as 𝑃 can always be expressed as a
degree ≤ 2𝑘 polynomial.

First, we observe that Item (1), i.e., completeness, is completely trivial: simply take Ẽ to be the
expectation E𝜇 of a distribution 𝜇 supported only on optimal solutions to Θ. Indeed, this implies
that val(Θ) ≤ 𝛽 ≤ alg-val(Θ). We thus focus on proving Item (2).

We will analyze the smoothing random process using the two steps that define it. Let us first
consider the event that the first step chooses to re-randomize all the literals in a given clause 𝐶 ∈ 𝐻;
the probability of this event is

∏𝑘
𝑖=1 𝑝𝐶,𝑖 . Let 𝒢 be the set of clauses for which this occurs. Observe

that the 0-1 indicator of “all literals are chosen to be re-randomized in 𝐶” is independent across
clauses 𝐶 ∈ 𝐻. The expected number of clauses in 𝒢 equals 𝑚𝑞(®𝑝) = ∑

𝐶∈𝐻
∏𝑘

𝑖=1 𝑝𝐶,𝑖 . Thus, by
Chernoff bound, |𝒢| ≥ 0.5𝑚𝑞(®𝑝)with probability at least 1− 𝑒−𝑚𝑞(®𝑝)/8 ≥ 1− 𝑒−𝑚0/4 ≥ 1−1/poly(𝑛),
as 𝑚𝑞(®𝑝) ≥ 2𝑚0. Let us proceed assuming that |𝒢| ≥ 0.5𝑚𝑞(®𝑝).

Let 𝜉 denote the literal patterns after re-randomizing. We see that for every 𝐶 ∈ 𝒢 and 𝑖 ∈ [𝑘],
𝜉(𝐶, 𝑖) is drawn uniformly and independently from {−1, 1}. We shall view 𝜉(𝐶, 𝑖) as fixed for all
𝐶 ∉ 𝒢, 𝑖 ∈ [𝑘], and think of the 𝜉(𝐶, 𝑖)’s for 𝐶 ∈ 𝒢, 𝑖 ∈ [𝑘] as being random. For 𝐶 ∈ 𝒢, let 𝑟𝐶,𝑖

denote the random variable 𝜉(𝐶, 𝑖), which is uniformly random in {−1, 1}.
Let

𝜓𝑔 =
1
|𝒢|

∑
𝐶∈𝒢

𝑃(𝑟𝐶1𝑥𝐶1 , . . . , 𝑟𝐶𝑘 𝑥𝐶𝑘 ) ,

𝜓𝑏 =
1

|𝐻 | − |𝒢|
∑
𝐶∉𝒢

𝑃(𝜉(𝐶, 1)𝑥𝐶1 , . . . , 𝜉(𝐶, 𝑘)𝑥𝐶𝑘 ) ,

so that |𝐻 |𝜓𝑠 = |𝒢|𝜓𝑔 + (|𝐻 | − |𝒢|)𝜓𝑏 . Thus, by linearity of pseudo-expectations, we must have
that for any pseudo-expectation Ẽ,

Ẽ[𝜓𝑠] ≤
|𝒢|
|𝐻 | |Ẽ[𝜓𝑔]| + (1−

|𝒢|
|𝐻 | )|Ẽ[𝜓𝑏]| . (5.12)

Note that 𝜓𝑔 and 𝜓𝑏 are not known to our algorithm; these quantities appear only in our analysis.
Now, we know that for every 𝑥, 𝑃(𝜉(𝐶, 1)𝑥𝐶1 , . . . , 𝜉(𝐶, 𝑘)𝑥𝐶𝑘 ) ≤ 1. As 𝑃 is a degree 𝑘

polynomial on 𝑘 variables, by Fact 3.5.7, for every pseudo-expectation Ẽ of degree 2ℓ ≥ 2𝑘,
Ẽ[𝑃(𝜉(𝐶, 1)𝑥𝐶1 , . . . , 𝜉(𝐶, 𝑘)𝑥𝐶𝑘 )] ≤ 1. Using linearity of Ẽ and adding up the inequalities above
for 𝐶 ∉ 𝒢 yields that:

Ẽ[𝜓𝑏] ≤ 1 . (5.13)

Let us now analyze Ẽ[𝜓𝑔]. First, we invoke Fact 5.5.5 to conclude that for every 𝑥, it holds
that:

𝑃(𝑟𝐶,1𝑥𝐶1 , . . . , 𝑟𝐶,𝑘𝑥𝐶𝑘 ) ≤ 1− 𝛿𝑡 +𝑄(𝑟𝐶,1𝑥𝐶1 , . . . , 𝑟𝐶,𝑘𝑥𝐶𝑘 ) .
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As deg(𝑄) = 𝑡 ≤ 𝑘, by Fact 3.5.7 and summing up over 𝐶 ∈ 𝒢, for every pseudo-expectation of
degree 2ℓ ≥ 2𝑘, we must have that:

Ẽ[𝜓𝑔] ≤ 1− 𝛿𝑡 +
1
|𝒢|

∑
𝐶∈𝒢

Ẽ[𝑄(𝑟𝐶,1𝑥𝐶1 , . . . , 𝑟𝐶,𝑘𝑥𝐶𝑘 )] .

Next, let 𝑇 ⊆ [𝑘] of size ≤ 𝑡. For each 𝐶, let 𝑥𝐶 |𝑇 =
∏

𝑖∈𝑇 𝑥𝐶𝑖 and 𝑏𝐶 |𝑇 = Π𝑖∈𝑇𝑟𝐶,𝑖 . Observe that
𝑄(𝑧) = ∑

0<|𝑇 |≤𝑡 �̂�(𝑇)𝑧𝑇 from Fact 5.5.5 and that further,
∑

0<|𝑇 |≤𝑡 |�̂�(𝑇)| ≤ 22𝑘 . Thus, we have:

Ẽ[𝜓𝑔] ≤ 1− 𝛿𝑡 +
1
|𝒢|

∑
𝐶∈𝒢

∑
𝑇⊆[𝑘],0<|𝑇 |≤𝑡

|�̂�(𝑇)|𝑏𝐶 |𝑇 Ẽ
[
𝑥𝐶 |𝑇

]
.

Define 𝜙𝑇 to be the homogenous degree |𝑇 | polynomial described by:

𝜙𝑇(𝑥) =
1
|𝒢|

∑
𝐶∈𝒢

𝑏𝐶 |𝑇 𝑥𝐶 |𝑇

Then, notice that:
Ẽ[𝜓𝑔] ≤ 1− 𝛿𝑡 +

∑
𝑇⊆[𝑘],0<|𝑇 |≤𝑡

|�̂�(𝑇)|Ẽ[𝜙𝑇] . (5.14)

We now observe that each 𝜙𝑇 is a polynomial with independent random coefficients in {−1, 1}.
Further, since |𝒢| ≥ 0.5𝑞(®𝑝)𝑚 ≥ 𝑚0, by Theorem 5.3.1, with probability at least 1− 1/poly(𝑛), we
must have that for every pseudo-expectation Ẽ of degree at least 2ℓ ,

Ẽ[𝜙𝑇] ≤
𝜖

22𝑘
.

By a union bound over ≤ 2𝑘 possible 𝑇, this bound holds for every 𝑇 with probability at least
1− 1/poly(𝑛). Conditioning on this event, combining with (5.14), and using that

∑
𝑇 |�̂�(𝑇)| ≤ 22𝑘

gives:
Ẽ[𝜓𝑔] ≤ 1− 𝛿𝑡 + 𝜖 . (5.15)

Thus, plugging this bound into (5.12) and using (5.13) yields:

Ẽ[𝜓𝑠] ≤
(
1− |𝒢||𝐻 |

)
· 1+ |𝒢||𝐻 | · (1− 𝛿𝑡 + 𝜖) ≤ 1− |𝒢||𝐻 | (𝛿𝑡 − 𝜖) ≤ 1− (𝛿𝑡 − 𝜖) ·

𝑞(®𝑝)
2

, (5.16)

where we use that |𝒢||𝐻 | ≥ 𝑞(®𝑝)/2. Note that here we require 𝛿𝑡 ≥ 𝜀, although the conclusion is

trivial if this does not hold. As alg-val(𝜓𝑠) ≤ 𝛽 + 2−𝑛 ≤ 1− (𝛿𝑡 − 𝜖) · 𝑞(®𝑝)2 + 2−𝑛 , this completes the
proof for the smoothed case.

As the semirandom model is the special case of the smoothed model (where 𝑝𝐶,𝑖 = 1 for
every 𝑖), the above argument directly yields an upper bound of Ẽ[𝜓] ≤ 1 − 0.5(𝛿𝑡 − 𝜖) + 2−𝑛

for the case of semirandom instances. However, we incurred the 0.5 factor entirely due to the
probabilistic bound on |𝒢|, and in the semirandom setting, |𝒢| = |𝐻 | with probability 1. Hence,
for semirandom refutation, we do not lose this extra 0.5 factor.
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5.6 Analyzing the [WAM19] approach for random 3-XOR

In this section, we will prove that the approach suggested by [WAM19] (in their Appendix F.1,
F.2) for strongly refuting random 𝑘-XOR with 𝑘 odd does not yield the right trade-off for 𝑚 as a
function of 𝑛, ℓ . Our proof reduces to showing that a certain matrix defined in [WAM19] does not
have small spectral norm. For simplicity, we present the argument for 𝑘 = 3.

First, we give a brief overview of their approach. Let 𝜙 be a random 3-XOR instance in 𝑛

variables and 𝑚 clauses, with hypergraph 𝐻 and coefficients {𝑏𝐶}𝐶∈𝐻 . We will assume that each
pair 𝐶1 ≠ 𝐶2 ∈ 𝐻 has |𝐶1 ∩ 𝐶2 | ≤ 1; this “morally” holds with high probability provided that
𝑚 ≪ 𝑛2 (and recall that we are working in the regime of 𝑚 ∼ 𝑛1.5 or smaller, as for 𝑚 ≫ 𝑛1.5

there is a polynomial-time refutation [AGK21]). More formally, when 𝑚 ≪ 𝑛2, then with high
probability over 𝐻, one can remove 𝑜(𝑚) constraints from 𝐻 so that the remaining hypergraph
satisfies this condition.

The construction of [WAM19] is as follows. First, partition the hyperedges 𝐻 arbitrarily into
𝐻1, . . . ,𝐻𝑛 , such that if 𝐶 ∈ 𝐻𝑢 then 𝑢 ∈ 𝐶. From now on, we shall think of 𝐻 as ∪𝑛

𝑢=1𝐻𝑢 . We
note that our lower bound will hold regardless of the choice of the partition here.

Next, let 𝜙 be the polynomial 𝜙(𝑥) := 1
𝑚

∑
𝐶∈𝐻 𝑏𝐶𝑥𝐶 , where 𝑥𝐶 :=

∏
𝑖∈𝐶 𝑥𝑖 . Applying the

Cauchy-Schwarz inequality, we have that

𝜙(𝑥)2 ≤ 1
𝑚

𝑛∑
𝑢=1

𝑥2
𝑢 +

𝑛

𝑚2

𝑛∑
𝑢=1

∑
𝐶≠𝐶′∈𝐻𝑢

𝑏𝐶𝑏𝐶′𝑥𝐶\{𝑢}𝑥𝐶′\{𝑢} =
𝑛

𝑚
+ 𝑓 (𝑥) ,

where 𝑓 (𝑥) := 𝑛
𝑚2

∑𝑛
𝑢=1

∑
𝐶≠𝐶′∈𝐻𝑢 𝑏𝐶𝑏𝐶′𝑥𝐶\{𝑢}𝑥𝐶′\{𝑢}.

We now recall the following definition from [WAM19].
Definition 5.6.1. Let ℓ ∈ N, and let 𝐻 = ∪𝑛

𝑢=1𝐻𝑢 be a 3-uniform hypergraph. For ®𝑆, ®𝑇 ∈ [𝑛]ℓ and

𝐶1 = {𝑢, 𝑣1,𝑤1},𝐶2 = {𝑢, 𝑣2,𝑤2} ∈ 𝐻𝑢 with {𝑣1,𝑤1} ∩ {𝑣2,𝑤2} = ∅, we write ®𝑆 𝐶1,𝐶2↔ ®𝑇 if there
exist 𝑖 ≠ 𝑗 ∈ [ℓ ] such that (1) ®𝑆𝑡 = ®𝑇𝑡 for all 𝑡 ≠ 𝑖, 𝑗, and (2) { ®𝑆𝑖 , ®𝑆 𝑗} contains exactly one element
from each of {𝑣1,𝑤1} and {𝑣2,𝑤2}, and { ®𝑇𝑖 , ®𝑇𝑗} contains the other two remaining elements. Here,

®𝑆𝑖 denotes the 𝑖-th element in the tuple ®𝑆 ∈ [𝑛]ℓ . We note that if ®𝑆 𝐶1,𝐶2↔ ®𝑇 for some 𝐶1,𝐶2, then we

cannot have ®𝑆
𝐶′1,𝐶′2↔ ®𝑇 for any other pair 𝐶′1,𝐶′2.

Let 𝐴𝑢 ∈ R𝑛ℓ×𝑛ℓ be the matrix where 𝐴𝑢( ®𝑆, ®𝑇) = 𝑏𝐶1𝑏𝐶2 if ®𝑆 𝐶1,𝐶2↔ ®𝑇 for some 𝐶1 ≠ 𝐶2 ∈ 𝐻𝑢 ,
and 0 otherwise, and let 𝐴 :=

∑𝑛
𝑢=1 𝐴𝑢 .

It is simple to observe that max𝑥∈{−1,1}𝑛 𝑓 (𝑥) ≤ 𝑛
𝑚2 ·𝑂( 𝑛

2

ℓ2 )∥𝐴∥2, as 𝑚2

𝑛 𝑓 (𝑥) = 1
4(ℓ2)(𝑛−4)ℓ−2 (𝑥⊗ℓ )⊤𝐴𝑥⊗ℓ

for all 𝑥 ∈ {−1, 1}𝑛 because each pair 𝐶1 ≠ 𝐶2 ∈ 𝐻𝑢 “appears” exactly 4
(ℓ
2

)
(𝑛 − 4)ℓ−2 times in

the matrix 𝐴. Thus, in order to get the correct 𝑚 = 𝑛1.5/
√
ℓ trade-off, we need to show that

∥𝐴∥2 ≤ 𝑂(ℓ ), with high probability over 𝐻 and the 𝑏𝐶 ’s.
We prove that ∥𝐴∥2 is in fact large with high probability, and so the above approach of [WAM19]

fails. Formally, we prove that with high probability, the matrix𝐴 has a spectral norm Ω(min(ℓ 2, 𝑚
2

𝑛2 )),
which has the following implications. If the minimum is 𝑚2

𝑛2 , then the upper bound certified on
𝑓 is Ω(𝑛/ℓ 2), and thus the upper bound certified on 𝜙 is Ω(

√
𝑛/ℓ ). This is not very useful, as it

is greater than 1 when ℓ ≪
√
𝑛. If the minimum is ℓ 2, then we certify a good upper bound on 𝑓

(and therefore also 𝜙) only if 𝑚 ≥ 𝑛1.5, which is higher than the desired threshold of 𝑛1.5/
√
ℓ .

69



Proposition 5.6.2. Let 𝜙 be a 3-XOR instance with 𝑛 variables and 𝑚 constraints, with constraint
hypergraph 𝐻 = ∪𝑛

𝑢=1𝐻𝑢 and coefficients {𝑏𝐶}𝐶∈𝐻 . Suppose that 2𝑛 ≤ 𝑚, and that for every pair
of constraints 𝐶1 ≠ 𝐶2 ∈ 𝐻, it holds that |𝐶1 ∩ 𝐶2 | ≤ 1. Let ℓ ≤ 𝑛. Then, ∥𝐴∥2 ≥

(ℓ ′
2

)
, where

ℓ ′ := min(⌈ 𝑚2𝑛 ⌉, ℓ ).
We note that Proposition 5.6.2 holds regardless of the choice of the partitioning of 𝐻 into the

𝐻𝑢 ’s, and also for any choice of the 𝑏𝐶 ’s (and so, in particular, for random 𝑏𝐶 ’s). We also note that
Proposition 5.6.2 essentially holds for a random 𝐻, provided that 𝑚 ≪ 𝑛2, for the same reason
mentioned earlier: when 𝑚 ≪ 𝑛2, with high probability over 𝐻, after removing 𝑜(𝑚) constraints
from 𝐻, the resulting hypergraph 𝐻′ satisfies |𝐶1 ∩ 𝐶2 | ≤ 1 for all 𝐶1 ≠ 𝐶2 ∈ 𝐻′.

Proof. As 𝑚 ≥ 2𝑛, there must exist some variable 𝑢 ∈ [𝑛] that appears in at least 𝑚
𝑛 constraints.

Hence, there must exist at least ⌈ 𝑚2𝑛 ⌉ constraints that include 𝑢 and all have the same sign
𝑏 ∈ {−1, 1}.

Let ℓ ′ := min(⌈ 𝑚2𝑛 ⌉, ℓ ). By the above, we have ℓ ′ constraints {𝐶𝑖}𝑖∈[ℓ ′] = {{𝑢, 𝑣𝑖 ,𝑤𝑖}}𝑖∈[ℓ ′] such
that 𝑏𝐶𝑖 = 𝑏 for all 𝑖. Furthermore, by assumption on 𝐻, we have |𝐶𝑖 ∩ 𝐶 𝑗 | ≤ 1 for all 𝑖 ≠ 𝑗 ∈ [ℓ ′].
As 𝑢 ∈ 𝐶𝑖 ∩ 𝐶 𝑗 , it thus follows that {𝑣𝑖 ,𝑤𝑖} ∩ {𝑣 𝑗 ,𝑤 𝑗} = ∅. Let 𝑧 ∈ [𝑛] be arbitrary. Let ℛ denote
the set of tuples (𝑟1, . . . , 𝑟ℓ ′, 𝑧, . . . , 𝑧) ∈ [𝑛]ℓ such that 𝑟𝑖 ∈ {𝑣𝑖 ,𝑤𝑖} for all 𝑖 ∈ [ℓ ′]. We note that the
element 𝑧 merely pads each tuple in ℛ to have length exactly ℓ when ℓ ′ < ℓ .

Let 𝑀 be the submatrix of 𝐴 indexed by the tuples in ℛ. Note that 𝑀 is a 2ℓ
′ × 2ℓ

′
matrix, as

|𝑅 | = 2ℓ
′
. Let ®𝑆 = (𝑟1, . . . , 𝑟ℓ ′ , 𝑧, . . . , 𝑧) be a row in 𝑀. We will show that each row of 𝑀 has exactly(ℓ ′

2

)
nonzero entries, each of which is 1.
First, let us consider the contribution to 𝑀 from 𝐴𝑢 . Fix a row ®𝑆 ∈ ℛ. For each pair of

indices 𝑖 ≠ 𝑗 ∈ [ℓ ′], we can replace the 𝑖-th and 𝑗-th elements of ®𝑆 with the elements of {𝑣𝑖 ,𝑤𝑖}

and {𝑣 𝑗 ,𝑤 𝑗} not used in ®𝑆, and this will yield some ®𝑇 ∈ ℛ with ®𝑆
{𝑢,𝑣𝑖 ,𝑤𝑖},{𝑢,𝑣 𝑗 ,𝑤 𝑗}

↔ ®𝑇. Hence,
𝐴𝑢( ®𝑆, ®𝑇) = 𝑏2 = 1. Any other ®𝑇 ∈ ℛ will differ from ®𝑆 by at least 2 elements, and thus we must
have 𝐴𝑢( ®𝑆, ®𝑇) = 0 for such ®𝑇.

Next, let us consider the contribution to 𝑀 from 𝐴𝑢′ for 𝑢′ ≠ 𝑢. Fix a row ®𝑆 ∈ ℛ. It
suffices to only consider ®𝑇 obtained by swapping the 𝑖-th and 𝑗-th entries of ®𝑆, for some 𝑖 ≠

𝑗 ∈ [ℓ ′], as above. If 𝐴𝑢′( ®𝑆, ®𝑇) is nonzero, then we must have ®𝑆
{𝑢′,𝑣𝑖 ,𝑤𝑖},{𝑢′,𝑣 𝑗 ,𝑤 𝑗}

↔ ®𝑇, and thus that
{𝑢′, 𝑣𝑖 ,𝑤𝑖}, {𝑢′, 𝑣 𝑗 ,𝑤 𝑗} ∈ 𝐻𝑢′. However, this implies that |{𝑢, 𝑣𝑖 ,𝑤𝑖}, {𝑢′, 𝑣𝑖 ,𝑤𝑖}| = 2 > 1, which
contradicts our assumption on 𝐻.

We have thus shown that the matrix 𝑀 is 2ℓ
′ × 2ℓ

′
, with each row having exactly

(ℓ ′
2

)
nonzero

entries, all of which are 1. It thus follows that ∥𝐴∥2 ≥ ∥𝑀∥2 ≥ (12ℓ
′
)⊤𝑀12ℓ

′
/2ℓ ′ =

(ℓ ′
2

)
, which

finishes the proof. □
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Chapter 6

Short Refutation Witnesses for Smoothed
CSPs Below the Spectral Threshold

In this chapter, we use our smoothed refutation algorithm along with our proof of Feige’s
conjecture to show the existence of polynomial size refutation witnesses below the spectral
threshold for smoothed instances of Boolean CSPs. Modulo the use of our key new ingredients —
Theorem 5.3.1 and Theorem 6 — the rest of the proof plan largely follows the influential work of
Feige, Kim and Ofek [FKO06] who proved that fully random instances of 3-SAT admit polynomial
size refutation witnesses whenever they have at least �̃�(𝑛1.4) constraints. Our new ingredients
allow us to (1) show a similar result for not just fully random instances, but also semirandom and
smoothed ones, and (2) provide an arguably simpler refutation witness even for the fully random
instances of 3-SAT studied by [FKO06].

Let us first formalize the idea of a refutation witness, or equivalently, a nondeterministic
refutation algorithm.
Definition 6.0.1 (Nondeterministic refutation). Fix 𝑘 ∈ N, and let 𝑃 : {−1, 1}𝑘 → {0, 1} be a
predicate. We say that a nondeterministic algorithm𝑉 is an nondeterministic efficient weak refutation
algorithm if 𝑉 takes as input a CSP instance 𝜓 with predicate 𝑃 in 𝑛 variables and 𝑚 clauses and
in poly(𝑛,𝑚)-nondeterministic time outputs either “unsatisfiable” or “don’t know”, such that for
every 𝜓, if 𝑉(𝜓) outputs “unsatisfiable” then 𝜓 is unsatisfiable. If 𝑉(𝜓) outputs “unsatisfiable”,
then we say that 𝑉 weakly refutes 𝜓. The string 𝜋 ∈ {0, 1}poly(𝑛,𝑚) of nondeterministic guesses of
𝑉 is called the weak refutation witness.

We will sketch a proof of the following theorem. We only provide a proof sketch, as the proof
merely combines the ideas of [FKO06] with our theorems, Theorem 5.3.1 and Theorem 6.
Theorem 6.0.2. Let 𝑘 ≥ 3, and let 𝑃 : {−1, 1}𝑘 → {0, 1} be a non-trivial predicate. Then there is a
nondeterministic efficient weak refutation algorithm 𝑉 with the following properties. Let 𝜓 be an instance
of a CSP with predicate 𝑃 with 𝑛 variables and 𝑚 clauses, specified by a collection of 𝑚 𝑘-tuples 𝐻 and
literal patterns 𝜉. Then:

(1) If 𝜓 is a uniformly random instance with 𝑚 ≥ �̃�(1) · 𝑛
𝑘
2−

𝑘−2
2(𝑘+2) clauses, then 𝑉 weakly refutes 𝜓 with

probability at least 1− 1/poly(𝑛).
(2) If 𝜓 is a semirandom instance with 𝑚 ≥ �̃�(1) · 𝑛

𝑘
2−

𝑘−2
2(𝑘+8) clauses, then 𝑉 weakly refutes 𝜓 with

probability at least 1− 1/poly(𝑛).
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(3) If 𝜓 is a smoothed instance obtained using smoothing parameters ®𝑝 = {𝑝𝐶,𝑖}𝐶∈𝐻,𝑖∈[𝑘] with 𝑚 ≥
�̃�(1) · 𝑛

𝑘
2−

𝑘−2
2(𝑘+8) /𝑞(®𝑝) clauses, where 𝑞(®𝑝) B 1

𝑚

∑
𝐶∈𝐻

∏
𝑖∈𝐶 𝑝𝐶,𝑖 , then 𝑉 weakly refutes 𝜓 with

probability at least 1− 1/poly(𝑛).
Finally, if 𝑘 = 3, the threshold of 𝑚 for the semirandom/smoothed case can be improved to �̃�(𝑛1.4) and
�̃�(𝑛1.4)/𝑞(®𝑝), respectively, matching the random case.

We will first begin by focusing on the case of 𝑘-XOR. As in the case of Section 5.5, refuting
arbitrary predicates 𝑃 will reduce to refuting XOR.

In [FKO06], FKO observed that the following type of refutation witnesses, which we shall
call ideal FKO witnesses, allow for a non-trivial1 weak refutation of instances of 𝑘-XOR whenever
the 𝑏𝐶 ’s are chosen uniformly and independently at random. Informally speaking, ideal FKO
witnesses are simply a disjoint collection of even covers in 𝐻.
Definition 6.0.3 (Ideal FKO witnesses). Let 𝐻 be 𝑘-uniform hypergraph on [𝑛]. We say that a
collection of even covers 𝐸1,𝐸2, . . . ,𝐸𝑟 ⊆ 𝐻 is an ideal FKO witness of length ℎ if each 𝐸𝑖 ∩ 𝐸 𝑗 = ∅
for every 𝑖 ≠ 𝑗 and |𝐸𝑖 | ≤ ℎ for every 𝑖, where |𝐸𝑖 | denotes the length of the even cover 𝐸𝑖 . The
size of the witness is 𝑠 =

∑𝑟
𝑖=1 |𝐸𝑖 | ≤ ℎ𝑟.

Ideal FKO witnesses yield non-trivial weak refutation witnesses for semi-random instances of
𝑘-XOR.
Lemma 6.0.4 (Ideal FKO witnesses yield refutation witnesses for XOR). Let 𝜓 = (𝐻, 𝑏) be an
instance of 𝑘-XOR on 𝑛 variables. Suppose 𝐸1,𝐸2, . . . ,𝐸𝑟 ⊆ 𝐻 is an ideal FKO witness in 𝐻. Suppose
further that each 𝑏𝐶 is a uniformly random and independent bit in ±1. Then, with probability at least
1− exp(Ω(𝑟)) over the draw of 𝑏 = {𝑏𝐶}𝐶∈𝐻 , val(𝜓) ≤ 1− 𝑟

3𝑚 .

Proof. For each 𝑖, consider 𝑍𝑖 =
∏

𝐶∈𝐸𝑖 𝑏𝐶 . Then, notice that 𝑍1,𝑍2, . . . ,𝑍𝑟 are independent ran-
dom variables, each uniformly drawn from {−1, 1}. Thus, by a Chernoff bound, with probability
at least 1− exp(Ω(𝑟)) there must exist at least 𝑟/3 𝐸𝑖’s such that 𝑍𝑖 = −1. Consider any such 𝐸𝑖
where this holds.

Suppose some 𝑥 ∈ {−1, 1}𝑛 satisfies all the constraints in 𝜓 corresponding to 𝑘-tuples 𝐶 ∈ 𝐸𝑖 .
Then,

∏
𝐶∈𝐸𝑖 𝑏𝐶 =

∏
𝐶∈𝐸𝑖

∏
𝑗≤𝑘 𝑥𝐶 𝑗 . Since 𝐸𝑖 is an even cover, every variable occurs an even

number of times in the 𝐶’s in 𝐸𝑖 . Since even powers of any 𝑥 𝑗 evaluate to 1, the RHS above must
evaluate to 1. Since we know that

∏
𝐶∈𝐸𝑖 𝑏𝐶 = −1, this implies that such an 𝑥 cannot exist: every 𝑥

must violate at least one constraint in each 𝐸𝑖 if
∏

𝐶∈𝐸𝑖 𝑏𝐶 = −1. Since 𝐸𝑖 ’s are disjoint, this implies
that every 𝑥 violates at least 𝑟/3 constraints in 𝜓. The bound on val(𝜓) now follows. □

The key question is whether Ideal FKO witnesses exist in the 𝑘-uniform hypergraph specifying
the 𝑘-XOR instance. In [FKO06], the authors study the question of finding such refutation
witnesses in random sufficiently dense hypergraphs. They comment that, while they expect Ideal
FKO witnesses to exist in the regime they are working in, proving that they exist appears hard.
They instead show that a related form of witnesses (these are “almost disjoint” even covers
instead of perfectly disjoint) exist by means of a sophisticated second moment method argument.

Here, we show that Ideal FKO witnesses do indeed exist – not only in random dense hy-
pergraphs but in arbitrary hypergraphs with the same density. Indeed, this follows almost
immediately from Theorem 6.

1Note that by running Gaussian elimination, one can decide if a 𝑘-XOR instance is unsatisfiable in polynomial time.
This is a trivial weak refutation.
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Lemma 6.0.5. Fix 𝑘 ∈ N and ℓ = ℓ (𝑛). Let 𝐻 be any 𝑘-uniform hypergraph with 𝑚 ≥ 2𝑚0 hyperedges,

where 𝑚0 = Γ𝑘 · 𝑛
(
𝑛
ℓ

) 𝑘
2−1 log 𝑛 is the threshold appearing in Theorem 6. Then, 𝐻 contains a collection of

𝑚0/ℎ(𝑛) hyperedge-disjoint even covers each of length at most ℎ(𝑛) = 𝑂(ℓ log 𝑛).

Proof. The idea is simple. Let 𝑚0 be the number of constraints required in Theorem 6. Choose
𝑚 = 2𝑚0. Then, by an application of Theorem 6, there is an even cover in 𝐻, say, 𝐸1 of size
|𝐸1 | ≤ ℎ(𝑛) = 𝑂(ℓ log 𝑛). Let 𝐻0 = 𝐻. We now repeat the following process for 𝑖 = 1, 2, . . . , 𝑟:
apply Theorem 6 to 𝐻𝑖 B 𝐻𝑖−1 \ 𝐸𝑖 to find an even cover 𝐸𝑖+1 ⊆ 𝐻𝑖 of size ≤ ℎ(𝑛) = 𝑂(ℓ log 𝑛).
Notice that the conditions of Theorem 6 are met so long as |𝐻𝑖 | ≥ 𝑚 − ℎ(𝑛)𝑟 ≥ 𝑚/2, i.e., if
𝑟 ≤ 0.5𝑚/ℎ(𝑛). Further, each of the even covers 𝐸1,𝐸2, . . . ,𝐸𝑟 are pairwise disjoint by construction.
This completes the proof. □

By combining the above observation with semirandom refutation algorithms, one can show
that Ideal FKO witnesses yield weak refutation witnesses for all 𝑘-CSPs at densities polynomially
below 𝑛𝑘/2. This is one of the key insights of FKO [FKO06] – to use the non-trivial weak refutation
offered by (their variant of) ideal FKO witnesses in order to show the existence of polynomial size
weak-refutation witnesses for random 3-SAT with 𝑚 = Ω̃(𝑛1.4) constraints: namely, in a regime of
𝑚 where known spectral algorithms, and more generally those based on the polynomial-time
canonical sum-of-squares relaxation, provably fail. Theorem 6 (and its consequence Lemma 6.0.5)
implies that the same result holds for arbitrary constraint hypergraphs, up to additional polylog(𝑛)
factors in the number of constraints.
Lemma 6.0.6 (Ideal FKO witnesses yield weak refutation witnesses for 3-SAT). Let 𝜓 = (𝐻, 𝜉) be an
instance of 3-SAT described by a 3-uniform hypergraph 𝐻 on [𝑛] with 𝑚 ≥ �̃�(𝑛1.4) arbitrary constraints
and uniformly randomly generated literal patterns. Then, with probability at least 1 − 1/poly(𝑛) over
the draw of the literal patterns in the instance, there is a polynomial-size refutation witness that certifies
val(𝜓) < 1.

Proof Sketch. Let 𝑃 : {−1, 1}3 → {0, 1} be the 3-SAT predicate. Then, 𝑃(𝑧) = 7
8 + 1

8 (𝑧1 + 𝑧2 + 𝑧3) −
1
8 (𝑧1𝑧2 + 𝑧2𝑧3 + 𝑧1𝑧3 − 𝑧1𝑧2𝑧3). We write

𝜓(𝑥) = 1
|𝐻 |

∑
𝐶∈𝐻

𝑃(𝑥𝐶1𝜉𝐶,1, 𝑥𝐶2𝜉𝐶,2, 𝑥𝐶3𝜉𝐶,3)

=
7
8
+ 1

8|𝐻 |
∑
𝐶∈𝐻
(𝜉𝐶,1𝑥𝐶1 + 𝜉𝐶,2𝑥𝐶2 + 𝜉𝐶,3𝑥𝐶3 − 𝜉𝐶,1𝑥𝐶1𝜉𝐶,2𝑥𝐶2 − 𝜉𝐶,2𝑥𝐶2𝜉𝐶,3𝑥𝐶3

− 𝜉𝐶,1𝑥𝐶1𝜉𝐶,3𝑥𝐶3 + 𝜉𝐶,1𝜉𝐶,2𝜉𝐶,3𝑥𝐶1𝑥𝐶2𝑥𝐶3) .

where the 𝜉𝐶,𝑖’s are the literal negation patterns in {−1, 1}. Note that 𝜓(𝑥) computes the fraction
of constraints satisfied by the assignment 𝑥 ∈ {−1, 1}𝑛 . We refute each of the 7 different XOR
instances produced by taking each of the 7 non-constant terms in the expansion of 𝑃 as a
multilinear polynomial above separately.

Our refutation witness helps us efficiently refute each of the instances corresponding to the 7
terms in the expansion above. Specifically, by collecting coefficients together, each the first three
terms each produce a linear polynomial of the form

∑
𝑖 𝐵𝑖𝑥𝑖 . The next three terms each produce

a homogenous quadratic polynomial of the form 1
|𝐻 |

∑
𝐶∈𝐻 𝐵𝐶𝑥𝐶1𝑥𝐶2 , and finally the last term

is a cubic polynomial of the form 1
|𝐻 |

∑
𝐶∈𝐻 𝐵𝐶𝑥𝐶1𝑥𝐶2𝑥𝐶3 . Our refutation witness for each linear
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polynomial is simply ∥𝐵∥1, where 𝐵 = (𝐵1, . . . , 𝐵𝑛), noting that this is exactly the maximum of
the first kind of terms as 𝑥 varies over the hypercube. For the quadratic case, our refutation
witness is the value of SDP relaxation for the∞→ 1-norm that gives a < 2 factor approximation
to maximum of bilinear forms over the hypercube. For the homogeneous degree 3 term, our
witness is an ideal FKO witness guaranteed by Lemma 6.0.5.

By Chernoff and union bound argument (applied to every assignment in {−1, 1}𝑛), ∥𝐵∥1 for
any linear term above is at most 𝑂(

√
𝑛/𝑚).

By Chernoff and union bound argument, the∞→ 1-norm of the matrix defining the 2-XOR
constraints is at most 𝑂(

√
𝑛/𝑚). By Grothendieck’s inequality (Fact 3.5.4), we can certify this

value efficiently (with an additional loss of at most a factor of < 2) using an SDP.
Thus, we can certify an upper bound of 𝑂(

√
𝑛/𝑚) on all but homogeneous degree 3 poly-

nomial produced in the Fourier expansion above. When 𝑚 ≥ Ω̃(𝑛)𝑛0.5(1−𝛿), i.e., ℓ = 𝑛𝛿, by
Lemma 6.0.5, 𝐻 has a collection of 𝑚

�̃�(𝑛𝛿) pairwise disjoint even covers of length at most �̃�(𝑛𝛿).
By Chernoff bounds, at least 1

3 of these even covers must violated and thus, we have obtained a
certificate for an upper bound of 1− 1

�̃�(𝑛𝛿) on the value of the final term.

Putting these upper bounds together gives an upper bound of 7
8 + 1

8𝑂(
√

𝑛
𝑚 ) + 1

8 (1− 1
�̃�(𝑛𝛿) ) on

the value of the 3-SAT instance. For 𝛿 = 0.2, we observe that
√

𝑛
𝑚 = �̃�(−𝑛0.25+𝛿/4) ≪ 1

�̃�(𝑛𝛿) . Thus,

for 𝑚 ≥ �̃�(𝑛1.4), with probability at least 1− 1/poly(𝑛), we obtain a refutation for the input 3-SAT
instance. □

Lemma 6.0.6 generalizes to all 𝑘-CSPs with predicate 𝑃, provided that 𝑃 is non-trivial, i.e., 𝑃
is not identically 1. We only need the following basic fact (and the rest of the proof remains the
same as above), as well as known results for spectral refutation of random 𝑘 − 1 and smaller-arity
XOR instances.
Lemma 6.0.7 (Highest Fourier Coefficient of Boolean Functions). Let 𝑃 : {−1, 1}𝑘 → {0, 1}. Let∑
𝑆⊆[𝑘] �̂�(𝑆)𝑥𝑆 be the Fourier polynomial representation of 𝑃. Then, �̂�(∅) + |�̂�([𝑘])| ≤ 1.

Proof. For each 𝑏 ∈ {−1, 1}, consider the distribution that is uniform on all 𝑥 such that
∏

𝑖 𝑥𝑖 = 𝑏.
Then, the expectation of 𝑃 on this distribution is exactly �̂�(∅) + 𝑏�̂�([𝑘]). On the other hand, since
𝑃 takes values in {0, 1}, this expectation cannot exceed 1. Thus, 1 ≥ �̂�(∅) + 𝑏�̂�([𝑘]) for both values
of 𝑏 and in particular, 1 ≥ �̂�(∅) + |�̂�([𝑘])| as desired. □

We now sketch a proof of the generalization of Lemma 6.0.6 to all fully random CSPs. This
is captured by Item (1) in Theorem 6.0.2. We will assume that the Fourier coefficient �̂�([𝑘]) is
nonzero, as otherwise by Theorem 5.5.4, we have enough constraints to give a polynomial time
deterministic refutation.2

Lemma 6.0.8 (Polynomial Size Refutation Witnesses for all random 𝑘-CSPs). Let 𝑃 : {−1, 1}𝑘 →
{0, 1} be an arbitrary 𝑘-ary Boolean predicate for 𝑘 ≥ 3. Let 𝜓 be a CSP instance with predicate 𝑃 specified

by 𝐻– a collection of uniformly at random and independently generated 𝑚 ≥ 𝑚0 = �̃�(1) · 𝑛
𝑘
2−

𝑘−2
2(𝑘+2)

𝑘-tuples and uniformly random and independently generated literal patterns {𝜉(𝐶, 𝑖)}𝐶∈𝐻,𝑖∈[𝑘]. Then,

2This is because there cannot be a (𝑘 − 1)-uniform distribution 𝜇 supported on 𝑃−1(1), as otherwise we would have
1 = E𝑥∼𝜇[𝑃(𝑥)] = �̂�(∅) < 1, where we have �̂�(∅) < 1 as 𝑃 is nontrivial. And then we observe that the CSP instance has

at least �̃�(𝑛
𝑘
2− 𝑘−2

2(𝑘+2) ) constraints, which is at least �̃�(𝑛 𝑘−1
2 ).
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with probability at least 1 − 1/poly(𝑛) over the draw of 𝐻 and 𝜉(𝐶, 𝑖)’s, there exists a polynomial size
refutation witness for 𝜓.

Proof. Observe that the instance 𝜓 has 𝑚 = �̃�(1) ·
(
𝑛
ℓ

) 𝑘/2
ℓ constraints for ℓ ≤ �̃�(𝑛 1

𝑘+2 ). We now
use Fourier analysis to decompose 𝜓(𝑥) B 1

|𝐻 |
∑
𝐶∈𝐻 𝑃(𝑥𝐶1𝜉𝐶,1, . . . , 𝑥𝐶𝑘𝜉𝐶,𝑘) into 2𝑘 polynomials,

each of degree 𝑡 ≤ 𝑘. We use the same certificate as in Lemma 6.0.6 for the linear polynomials
appearing in this decomposition. For quadratic and higher degree (≤ 𝑘 − 1) terms, we now
use spectral refutation from prior results on refuting fully random CSPs, such as Theorem 1
in [AOW15]. Each degree 𝑡 polynomial (with 𝑡 ≤ 𝑘 − 1) that appears requires at least �̃�(𝑛𝑡/2/𝜀2)
constraints to certify an upper bound of 𝜀 on its value; we can thus certify an upper bound of

𝜀 =

√
𝑛(𝑘−1)/2
𝑚 on each polynomial. Note that by choice of 𝑚, we have 𝜀 ≤ 1.

Finally, to refute the final and highest degree polynomial obtained by taking the [𝑘]-indexed
Fourier coefficient of 𝑃, we use the Ideal FKO witness from Lemma 6.0.4. Then, as in the argument
for 3-SAT above, we arrive at a certificate that (with probability at least 1− 1/poly(𝑛)) certifies an

upper bound of �̂�(∅)+ �̃�(
√

𝑛(𝑘−1)/2
𝑚 )+ |�̂�([𝑘])| · (1− �̃�(1)

ℓ log 𝑛 ) on the value of 𝜓, using Lemma 6.0.5. The
size of the witness is 𝑠(𝑛) ≤ 𝑚0 = poly(𝑛), as the degree < 𝑘 terms used deterministic refutations.

Using Lemma 6.0.7, we thus certify an upper bound of 1+ �̃�(
√

𝑛(𝑘−1)/2
𝑚 ) − �̃�(1)

ℓ log 𝑛 = 1− 𝑜(1) on 𝜓(𝑥),

which finishes the proof. Note that this is indeed 1 − 𝑜(1) as �̃�(1)
√

𝑛(𝑘−1)/2
𝑚 = �̃�(1) · ℓ 𝑘4− 1

2 /𝑛 1
4 ≪

�̃�(1/ℓ ), since ℓ ≤ �̃�(1)𝑛 1
𝑘+2 . □

By switching the CSP refutation algorithms in [AOW15] with the semirandom refutation
algorithm from Theorem 5.3.1 in this work, we arrive at Item (2) of Theorem 6.0.2, a version
of the above result that shows the existence of polynomial size refutation witnesses below the
𝑛𝑘/2-threshold for semirandom instances. As the proof is very similar, we omit the details of
the proof; the final bound is stated in Item (2). Note that the precise value of 𝑚 at which
this refutation succeeds is strictly larger (though still polynomially smaller than 𝑛𝑘/2) than the
one in Lemma 6.0.8, i.e., Item (1). The difference comes from the fact that the dependence
on 𝜖 (the strength of the refutation) in our semirandom refutation algorithms grows as 1/𝜖5

instead of the 1/𝜖2 dependence of algorithms for fully random instances; we thus have to

take 𝜀 =

(
𝑛(𝑘−1)/2/𝑚

)1/5
instead of

(
𝑛(𝑘−1)/2/𝑚

)1/2
, which in turn makes ℓ = 𝑛1/(𝑘+8) and then

𝑚 ≥ �̃�(1)𝑛
𝑘
2−

𝑘−2
2(𝑘+8) . Our belief is that the 1/𝜀5 dependence is sub-optimal in the semirandom

setting but inherent to our current proof techniques.
We note that for large 𝑘, the density required for the polynomial size refutation witnesses to

exist in both Item (1) and Item (2) is ∼ 𝑛 𝑘
2−0.5+𝑜𝑘 (1), effectively giving a

√
𝑛 factor “win” over the

threshold at which spectral (and sum-of-squares based methods more generally) succeed.
In the specific case of 𝑘 = 3, we can improve the bound in the semirandom case to match the

�̃�(𝑛1.4) achieved in the random case. This is because the instances appearing in the decomposition
are all semirandom 2-XOR instances, and we can refute these instances with the correct 1/𝜀2

dependence: see Proposition 5.2.2 and Theorem 5.2.3 in [Wit17], combined with the fact that the
value of a semirandom 2-XOR instance is at most 1

2 + 𝜀 when 𝑚 ≫ 𝑛/𝜀2.
Finally, to handle Item (3), we observe that by Chernoff bound, if 𝑚 ≥ 𝑂(1)𝑚0/𝑞(®𝑝), where

𝑚0 = �̃�(1) · 𝑛
𝑘
2−

𝑘−2
2(𝑘+8) , then with high probability there are at least 𝑚0 clauses in 𝜓 where all literals
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in the clause are re-randomized by the smoothing process. Call this subinstance 𝜓′. As 𝜓′ is
semirandom, by Item (2) there is a weak refutation for 𝜓′. As we can nondeterministically guess
𝜓′, it follows that the smoothed instance 𝜓 also has a weak refutation.

We note that technically speaking, the smoothed nondeterministic refutation algorithm 𝑉

is different than the 𝑉 for the random/semirandom settings, as it has the additional step of
guessing 𝜓′. However, we can use the 𝑉 for the smoothed case also in the random/semirandom
settings, by simply guessing 𝜓′ = 𝜓.
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Chapter 7

Efficient Algorithms for Semirandom
Planted CSPs at the Refutation
Threshold

In this chapter, we will prove Theorem 4. First, in Section 7.1, we give intuition and an overview
for the proof. Then, in Section 7.2, we prove Theorem 4 from Theorem 5 by reducing semirandom
planted CSPs to noisy XOR. In Sections 7.3 and 7.4, we prove Theorem 5, following the blueprint
that we will explain in Section 7.1.

7.1 Technical overview

In this section, we give an overview of the proof of Theorem 5 and our algorithm for noisy
planted 𝑘-XOR. We defer discussion of the reduction from general 𝑘-CSPs to 𝑘-XOR used to
obtain Theorem 4 to Section 7.2. There, we explain the additional challenges encountered in the
semirandom case as compared to the random case [FPV15, Section 4]. Somewhat surprisingly,
the reduction is complicated and quite different from the random planted case or even the
semirandom refutation setting, where the reduction to XOR is straightforward.

We now explain Theorem 5. As is typical in algorithm design for 𝑘-XOR, the case when 𝑘

is even is considerably simpler than when 𝑘 is odd. For the purpose of this overview, we will
focus mostly on the even case, and only briefly discuss the additional techniques for odd 𝑘 in
Section 7.1.5.
Notation. We will use the following notation in this chapter. Given a 𝑘-XOR instance 𝜓 on hyper-
graph 𝐻 ⊆

([𝑛]
𝑘

)
with 𝑚 = |𝐻 | and right-hand sides {𝑏𝐶}𝐶∈𝐻 , we define 𝜓(𝑥) B ∑

𝐶∈𝐻 𝑏𝐶
∏

𝑖∈𝐶 𝑥𝑖
to be a degree-𝑘 polynomial mapping {−1, 1}𝑛 → [−𝑚,𝑚]. We note that val𝜓(𝑥) = 1

2 + 1
2𝑚𝜓(𝑥) ∈

[0, 1] is the fraction of constraints in 𝜓 satisfied by 𝑥. Moreover, we will write 𝑥𝐶 B
∏

𝑖∈𝐶 𝑥𝑖 .
Unless otherwise stated, we will use 𝜙 to denote a 2-XOR instance and 𝜓 to denote a 𝑘-XOR

instance for any 𝑘 ≥ 2.
We note that for even arity 𝑘-XOR, we have val𝜓(𝑥) = val𝜓(−𝑥), and so it is only possible for

the optimal solution to be unique up to a global sign. We will abuse terminology and say that 𝑥∗ is
the unique optimal assignment if ±𝑥∗ are the only optimal assignments, and we will say that we
have recovered 𝑥∗ exactly if we obtain one of ±𝑥∗.
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7.1.1 Approximate recovery for 2-XOR from refutation

First, let us focus on the case of 𝑘 = 2, the simplest case, and let us furthermore suppose that we
only want to achieve the weaker goal of recovering an assignment of value 1− 𝜂− 𝑜(1). (Note that
we do need the stronger guarantee of Theorem 5 to solve general planted CSPs in Theorem 4.)

For 2-XOR, this goal is actually quite straightforward to achieve using 2-XOR refutation as a
blackbox. Let us represent the 2-XOR instance 𝜙 as a graph 𝐺 on 𝑛 vertices, along with right-hand
sides 𝑏𝑖 𝑗 for each edge (𝑖, 𝑗) ∈ 𝐸. Recall that we have 𝑏𝑖 𝑗 = 𝑥∗

𝑖
𝑥∗
𝑗

with probability 1 − 𝜂, and
𝑏𝑖 𝑗 = −𝑥∗𝑖 𝑥

∗
𝑗

otherwise. Note that by concentration, val𝜙(𝑥∗) = 1− 𝜂 ± 𝑜(1)with high probability.
We now make the following observation. Let us suppose that we sample the noise in two

steps: first, we add each (𝑖, 𝑗) ∈ 𝐸 to a set 𝐸′ with probability 2𝜂 independently; then for each
(𝑖, 𝑗) ∈ 𝐸′ we set 𝑏𝑖 𝑗 to be uniformly random from {−1, 1}. Using known results for semirandom
2-XOR refutation, it is possible to certify, via an SDP relaxation, that no assignment 𝑥 can satisfy
(or violate) more than 1

2 + 𝑜(1) fraction of the constraints in 𝐸′.
Thus, we can simply solve the SDP relaxation for 𝜙 and obtain a degree-2 pseudo-expectation

Ẽ in the variables 𝑥1, . . . , 𝑥𝑛 over {−1, 1}𝑛 that maximizes 𝜙(𝑥). Let 𝜙𝐸′ be the subinstance con-
taining only the constraints in 𝐸′, and let 𝜙𝐸\𝐸′ be the subinstance containing only the constraints
in 𝐸 \ 𝐸′, which are uncorrupted. We have Ẽ[val𝜙(𝑥)] ≥ 1− 𝜂 − 𝑜(1), and the guarantee of refu-
tation implies that Ẽ[val𝜙𝐸′ (𝑥)] ≤ 1

2 + 𝑜(1). As val𝜙(𝑥) = (1 − 2𝜂) · val𝜙𝐸\𝐸′ (𝑥) + 2𝜂 · val𝜙𝐸′ (𝑥), we
therefore have that Ẽ[val𝜙𝐸\𝐸′ (𝑥)] ≥ 1− 𝑜(1), i.e., Ẽ satisfies 1− 𝑜(1) fraction of the constraints in

𝐸 \ 𝐸′. Then, applying the standard Gaussian rounding, we obtain an 𝑥 that satisfies 1−
√
𝑜(1)

fraction of the constraints in 𝐸 \𝐸′ and thus has value val𝜙(𝑥) ≥ 1− 𝜂− 𝑜(1) (as any 𝑥 must satisfy
at least 1

2 − 𝑜(1) fraction of the constraints in 𝐸′, with high probability over the noise).
One interesting observation is that in the above discussion, we can additionally allow 𝐸′ to be

an arbitrary subset of 𝐸 of size 2𝜂𝑚. Indeed, this is because the rounding only “remembers” that
Ẽ[val𝜙𝐸\𝐸′ (𝑥)] has value 1− 𝑜(1). As we shall see shortly, this is the key reason that the reduction
breaks down for 𝑘-XOR.

7.1.2 The challenges for 𝑘-XOR and our strategy

Unfortunately, the natural blackbox reduction to refutation given in Section 7.1.1 does not
generalize to 𝑘-XOR for 𝑘 ≥ 3. Following the approach described in the previous section, given
a 𝑘-XOR instance 𝜓, one can solve a sum-of-squares SDP and obtain a pseudo-expectation Ẽ

where Ẽ[val𝜓(𝑥)] ≥ 1− 𝜂 − 𝛿 and Ẽ[val𝜓𝐸\𝐸′ (𝑥)] ≥ 1− 𝛿 as before, where 𝛿 ∼ 1/polylog(𝑛)when
𝑚 ≳ 𝑛𝑘/2, due to the guarantees of refutation algorithms [AGK21]. However, unlike 2-XOR
where we have Gaussian rounding, for 𝑘-XOR there is no known rounding algorithm that takes
a pseudo-expectation Ẽ with Ẽ[val𝜓𝐸\𝐸′ (𝑥)] ≥ 1 − 𝛿 and outputs an assignment 𝑥 such that
val𝜓𝐸\𝐸′ (𝑥) ≥ 1− 𝑓 (𝛿), for some 𝑓 (·) such that 𝑓 (𝛿) → 0 as 𝛿→ 0. In fact, if we only “remember”
that 𝜓𝐸\𝐸′ has value 1− 𝛿, then it is NP-hard to find an 𝑥 with value > 1/2+ 𝛿 even when 𝛿 = 𝑛−𝑐

for some constant 𝑐 > 0, assuming a variant of the Sliding Scale Conjecture [BGLR93]1 (see
e.g. [MR10, Mos15] for more details).

As we have seen, while semirandom 𝑘-XOR refutation allows us to efficiently approximate

1Note that we do need the Sliding Scale Conjecture, as the hardness shown in [MR10] is not strong enough; it only
proves hardness for 𝛿 ≥ (log log 𝑛)−𝑐 , whereas we have 𝛿 ∼ 1/polylog(𝑛).
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Figure 7.1: An example of the 2-XOR instance 𝜙 from a 4-XOR instance 𝜓.

and certify the value of the planted instance, the challenge lies in the rounding of the SDP, where
the goal is to recover an assignment 𝑥. This is a technical challenge that does not arise in the
context of CSP refutation, as there we are merely trying to bound the value of the instance. As a
result, new ideas are required to address this challenge.

Reduction from 𝒌-XOR to 2-XOR for even 𝒌. One could still consider the following natural
approach. For simplicity, let 𝑘 = 4. Given a 4-XOR instance 𝜓, we can write down a natural and
related 2-XOR instance 𝜙, as follows.
Definition 7.1.1 (Reduction to 2-XOR). Let 𝜓 be a 4-XOR instance, and let 𝜙 be the 2-XOR defined
as follows. The variables of 𝜙 are 𝑦{𝑖,𝑗} and correspond to pairs of variables {𝑥𝑖 , 𝑥 𝑗}, and for each
constraint 𝑥𝑖𝑥 𝑗𝑥𝑖′𝑥 𝑗′ = 𝑏𝑖,𝑗,𝑖′,𝑗′ in 𝜓, we split {𝑖, 𝑗, 𝑖′, 𝑗′} into {𝑖, 𝑗} and {𝑖′, 𝑗′} arbitrarily and add a
constraint 𝑦{𝑖,𝑗}𝑦{𝑖′,𝑗′} = 𝑏𝑖,𝑗,𝑖′,𝑗′ to 𝜙. See Fig. 7.1 for an example. This reduction easily generalizes
to 𝑘-XOR for any even 𝑘.

By following the approach for 2-XOR described in Section 7.1.1, we can recover an assignment
𝑦 that satisfies 1 − 𝜂 − 𝑜(1) fraction of the constraints in 𝜙. However, we need to recover an
assignment 𝑥 to the original 𝑘-XOR 𝜓, and it is quite possible that while 𝑦 is a good assignment
to 𝜙, it is not close to 𝑥⊗2 for any 𝑥 ∈ {−1, 1}𝑛 . If this happens, we will be unable to recover a good
assignment to the 4-XOR instance 𝜓.

The key reason that this simple idea fails is because, unlike for random noisy XOR, the assign-
ment 𝑦 recovered is not necessarily unique, and we cannot hope for it to be in the semirandom
setting! For random noisy XOR, one can argue that with high probability, 𝑦 will be equal to 𝑥∗⊗2,
and then we can immediately decode and recover 𝑥∗ up to a global sign, i.e., we recover ±𝑥∗. But
for semirandom instances, the situation can be far more complex.

Approximate 2-XOR recovery does not suffice for 4-XOR. When constructing the 2-XOR
instance 𝜙 from the 4-XOR 𝜓 (Definition 7.1.1), it may be the case that 𝜙 can be partitioned into
multiple disconnected clusters (or have very few edges across different clusters), even when
the hypergraph 𝐻 of 𝜓 is connected; see Fig. 7.1 for example. By the algorithm described in
Section 7.1.1, we can get an assignment 𝑦 that satisfies 1 − 𝜂 − 𝑜(1) fraction of the constraints
within each cluster.

The main challenge is to combine the information gathered from each cluster to recover an
assignment 𝑥 for the original 4-XOR 𝜓. Unfortunately, we do not know of a way to obtain a good
assignment 𝑥 based solely on the guarantee that 𝑦 satisfies 1− 𝜂 − 𝑜(1) fraction of constraints in
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each cluster. The issue occurs because the same variable 𝑖 ∈ [𝑛] can appear in different clusters,
e.g., 𝑦{1,2} and 𝑦{2,3} lie in different clusters in Fig. 7.1, and the recovered assignments in each
cluster may implicitly choose different values for 𝑥𝑖 because of the noise. Indeed, even if the
local optimum is consistent with 𝑥∗, there can still be multiple “good” assignments that achieve
1− 𝜂 − 𝑜(1) value on the subinstance restricted to a cluster. So, unless the SDP can certify unique
optimality of 𝑥∗, standard rounding techniques such as Gaussian rounding will merely output a
“good” 𝑦, which may be inconsistent with 𝑥∗ and thus can choose inconsistent values of 𝑥𝑖 across
the different clusters.

Exact 2-XOR recovery implies exact 4-XOR recovery. This leads to our main insight: if the
subinstance of 𝜙 admits a unique local optimal assignment 𝑦∗ (restricted to the cluster) that
matches the planted assignment up to a sign, i.e., 𝑦∗{𝑖,𝑗} = ±𝑥

∗
𝑖
𝑥∗
𝑗
, then for each edge in the cluster

we know 𝑦∗{𝑖,𝑗}𝑦
∗
{𝑖′,𝑗′} = 𝑥∗

𝑖
𝑥∗
𝑗
𝑥∗
𝑖′𝑥
∗
𝑗′ , and so the local constraints that are violated must be exactly the

corrupted ones. Moreover, if the SDP can certify the uniqueness of the local optimal assignment
for a cluster, then the SDP solution will be a rank 1 matrix 𝑦∗𝑦∗⊤, and so we can precisely identify
which constraints in 𝜙 are corrupted. By repeating this for every cluster, we can identify all
corrupted constraints in the original 4-XOR 𝜓 (except for the small number of “cross cluster”
edges), and thus achieve the guarantee stated in Theorem 5.

The general algorithmic strategy. The above discussion suggests that given a 𝑘-XOR instance
𝜓, we should first construct the 2-XOR 𝜙, and then decompose the constraint graph 𝐺 of 𝜙 into
pieces in some particular way so that the induced local instances have unique solutions. Namely,
the examples suggest the following algorithmic strategy.

Strategy 1 (Algorithm Blueprint for even 𝑘). Given a noisy 𝑘-XOR instance 𝜓 with planted
assignment 𝑥∗ and 𝑚 constraints, we do the following:
(1) Construct the 2-XOR instance 𝜙 described in Definition 7.1.1, which is a noisy 2-XOR

on 𝑛𝑘/2 variables with planted assignment 𝑦∗. Moreover, there is a one-to-one mapping
between constraints in 𝜙 and 𝜓.

(2) Let 𝐺 be the constraint graph of 𝜙. Decompose 𝐺 into subgraphs 𝐺1, . . . ,𝐺𝑇 while only
discarding a 𝑜(1)-fraction of edges such that each subgraph 𝐺𝑖 satisfies “some property”.
For each subgraph 𝐺𝑖 , we define 𝜙𝑖 to be the subinstance of 𝜙 corresponding to the
constraints in 𝐺𝑖 . The goal is to identify a local property that the 𝐺𝑖’s satisfy so that
(1) we can perform the decomposition efficiently, and (2) for each subinstance 𝜙𝑖 , we can
“recover 𝑦∗ locally”, i.e., we can find an assignment 𝑦(𝑖) to the 2-XOR instance 𝜙𝑖 that is
consistent with the planted assignment 𝑦∗.

(3) As each 𝑦(𝑖) is consistent with 𝑦∗, the constraints in 𝜙𝑖 violated by 𝑦(𝑖) must be precisely
the corrupted constraints in 𝜙𝑖 . Hence, for the constraints that appear in one of the 𝜙𝑖’s,
we have determined exactly which ones are corrupted.

(4) We have thus determined, for all but 𝑜(𝑚) constraints, precisely which ones are corrupted
in the original 𝑘-XOR instance 𝜓. (Note that this is the stronger guarantee that we
achieve in Theorem 5.) By discarding the corrupted constraints along with the 𝑜(𝑚)
constraints where we “give up”, we thus obtain a system of 𝑘-sparse linear equations
with 𝑚(1−𝜂− 𝑜(1)) equations that has at least one solution (namely 𝑥∗), and so by solving
it we obtain an 𝑥 with val𝜓(𝑥) ≥ 1− 𝜂 − 𝑜(1).
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7.1.3 Information-theoretic exact recovery from relative cut approximation

Following Strategy 1, the first technical question to now ask is: given a noisy 2-XOR instance 𝜙
with 𝑛 variables, 𝑚 ≫ 𝑛 constraints, and planted assignment 𝑥∗, what conditions do we need
to impose on the constraint graph 𝐺 so that we can recover 𝑥∗ (up to a sign) exactly? As a
natural first step, we investigate what conditions are required so that we can accomplish this
information-theoretically.
Fact 7.1.2. Let 𝐺 = (𝑉 ,𝐸𝐺) be an 𝑛-vertex graph, and let 𝐻 = (𝑉 ,𝐸𝐻) be a subgraph of 𝐺 where
𝐸𝐻 ⊆ 𝐸𝐺. Let 𝐿𝐺, 𝐿𝐻 be the unnormalized Laplacians of 𝐺 and 𝐻. Consider a noisy planted 2-XOR
instance 𝜙 on 𝐺 with planted assignment 𝑥∗ ∈ {−1, 1}𝑛 (Definition 4.2.2), and suppose 𝐸𝐻 is the set of
corrupted edges. Suppose that for every 𝑥 ∈ {−1, 1}𝑛 \ {®1,−®1}, it holds that 𝑥⊤𝐿𝐻𝑥 < 1

2𝑥
⊤𝐿𝐺𝑥. Then,

𝑥∗ and −𝑥∗ are the only two optimal assignments to 𝜙.
Note that the condition 𝑥⊤𝐿𝐻𝑥 < 1

2𝑥
⊤𝐿𝐺𝑥 for 𝑥 ∉ {®1,−®1} implies that 𝐺 is connected, as

otherwise 𝐿𝐺 has a kernel of dimension ≥ 2, which would contradict this assumption.

Proof. Let 𝑥 ∈ {−1, 1}𝑛 be any assignment. We wish to show that 𝜙(𝑥) is uniquely maximized
when 𝑥 = 𝑥∗,−𝑥∗. We observe that

𝜙(𝑥) =
∑
(𝑖,𝑗)∈𝐸𝐺

𝑥𝑖𝑥 𝑗𝑏𝑖 𝑗 =
∑
(𝑖,𝑗)∈𝐸𝐺

𝑥𝑖𝑥 𝑗𝑥
∗
𝑖 𝑥
∗
𝑗 − 2

∑
(𝑖,𝑗)∈𝐸𝐻

𝑥𝑖𝑥 𝑗𝑥
∗
𝑖 𝑥
∗
𝑗 .

Hence, by replacing 𝑥 with 𝑥 ⊙ 𝑥∗, without loss of generality we can assume that 𝑥∗ = ®1. Now, let
𝐷𝐺,𝐷𝐻 and 𝐴𝐺,𝐴𝐻 be the degree and adjacency matrices of 𝐺 and 𝐻, so that 𝐿𝐺 = 𝐷𝐺 −𝐴𝐺 and
𝐿𝐻 = 𝐷𝐻 −𝐴𝐻 . We thus have that

2𝜙(𝑥) = 𝑥⊤𝐴𝐺𝑥 − 2𝑥⊤𝐴𝐻𝑥 = 𝑥⊤(𝐷𝐺 − 2𝐷𝐻)𝑥 − 𝑥⊤(𝐿𝐺 − 2𝐿𝐻)𝑥
= 2(|𝐸𝐺 | − 2|𝐸𝐻 |) − 𝑥⊤(𝐿𝐺 − 2𝐿𝐻)𝑥 .

By assumption, if 𝑥 ∈ {−1, 1}𝑛 and 𝑥 ≠ ®1,−®1, then we have that 𝑥⊤(𝐿𝐺 − 2𝐿𝐻)𝑥 > 0, which implies
that 𝜙(𝑥) < 𝜙(®1), and finishes the proof. □

Fact 7.1.2 shows that if we can argue that 𝑥⊤𝐿𝐻𝑥 < 1
2𝑥
⊤𝐿𝐺𝑥 for every 𝑥 ∈ {−1, 1}𝑛 \ {®1,−®1},

then at least information-theoretically we can uniquely determine 𝑥∗. Observe that if we view 𝑥

as the signed indicator vector of a subset 𝑆 ⊆ [𝑛], then 𝑥⊤𝐿𝐺𝑥 = 𝐸𝐺(𝑆, �̄�), the number of edges
in 𝐺 crossing the cut defined by 𝑆, and similarly for 𝑥⊤𝐿𝐻𝑥. So, one can view the condition in
Fact 7.1.2 as saying that the subgraph 𝐻 needs to be a (one-sided) cut sparsifier of 𝐺, i.e., it needs
to roughly preserve the size of all cuts in 𝐺. The following relative cut approximation result of
Karger [Kar94] shows that this will hold with high probability when 𝐻 is a randomly chosen
subset of 𝐺, provided that the minimum cut in 𝐺 is not too small.
Lemma 7.1.3 (Relative cut approximation [Kar94]). Let 𝜂 ∈ (0, 1). Suppose an 𝑛-vertex graph 𝐺 has
min-cut 𝑐min ≥ 12 log 𝑛

𝜂 , and suppose 𝐻 is a subgraph of 𝐺 by selecting each edge with probability 𝜂. Then,
with probability 1− 𝑜(1),

(1− 𝛿)𝑥⊤𝐿𝐺𝑥 ≤
1
𝜂
· 𝑥⊤𝐿𝐻𝑥 ≤ (1+ 𝛿)𝑥⊤𝐿𝐺𝑥 , for all 𝑥 ∈ {−1, 1}𝑛

for 𝛿 =

√
12 log 𝑛
𝜂𝑐min

.
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With Lemma 7.1.3 and Fact 7.1.2 in hand, we now have at least an information-theoretic
algorithm with the same guarantees as in Theorem 5. We follow the strategy highlighted in
Strategy 1. To decompose the graph 𝐺, we recursively find a min cut and split if it is below
the threshold in Lemma 7.1.3. Notice that this discards at most 𝑂(𝑛 log 𝑛) = 𝑜(𝑚) constraints
(for 𝑚 ≫ 𝑛 log 𝑛), and these are precisely the constraints that we “give up” on and do not
determine which ones are corrupted. Then, with high probability the local optimal assignment
is consistent with 𝑥∗, and so locally we have learned exactly which constraints are corrupted.
Hence, we have produced two sets of constraints: 𝐸1, the 𝑜(1)-fraction of edges discarded during
the decomposition, and 𝐸2 = (𝐺 \ 𝐸1) ∩ ℰ𝜙, which is exactly the set of corrupted constraints
after discarding 𝐸1. We note that it is a priori not obvious that this is achievable even for an
exponential-time algorithm, as even though the 2𝑛-time brute force algorithm will find the best
assignment 𝑥 to 𝜙, it may not necessarily be 𝑥∗, and so the set of constraints violated by the
globally optimal assignment might not be ℰ𝜙.

7.1.4 Efficient exact recovery from relative spectral approximation

Information-theoretic uniqueness implies that the planted assignment 𝑥∗ is the unique optimal
assignment. But can we efficiently recover 𝑥∗? One natural approach is to simply solve the basic
SDP relaxation of 𝜙: for 𝑋 ∈ R𝑛×𝑛 , maximize 𝜙(𝑋) B ∑

(𝑖,𝑗)∈𝐺 𝑋𝑖 𝑗𝑏𝑖 𝑗 subject to 𝑋 ⪰ 0, 𝑋 = 𝑋⊤,
and diag(𝑋) = I. If the optimal SDP solution is simply 𝑋 = 𝑥∗𝑥∗⊤, then we trivially recover 𝑥∗

from the SDP solution. We thus ask: does the min cut condition of Fact 7.1.2 and Lemma 7.1.3
imply that 𝑥∗𝑥∗⊤ is the unique optimal solution to the SDP? Namely, is the min cut condition
sufficient for the SDP to certify that 𝑥∗ is the unique optimal assignment?

Unfortunately, it turns out that this is not the case, and we give a counterexample in Section 7.5.
We thus require a stronger condition than the min cut one in order to obtain efficient algorithms.
Nonetheless, an analogue of Fact 7.1.2 continues to hold, although now we require a stronger
version that holds for all SDP solutions 𝑋, not just 𝑥 ∈ {−1, 1}𝑛 . This stronger statement shows
the SDP can certify that 𝑥∗ is the unique optimal assignment if and only if a certain relative spectral
approximation guarantee holds for the corrupted edges.
Lemma 7.1.4 (SDP-certified uniqueness from relative spectral approximation). Let 𝐺 = (𝑉 ,𝐸𝐺) be
an 𝑛-vertex connected graph, and let 𝐻 = (𝑉 ,𝐸𝐻) be a subgraph of 𝐺 where 𝐸𝐻 ⊆ 𝐸𝐺. Let 𝐿𝐺, 𝐿𝐻 be the
unnormalized Laplacians of 𝐺 and 𝐻. Consider a noisy planted 2-XOR instance 𝜙 on 𝐺 with planted
assignment 𝑥∗ ∈ {−1, 1}𝑛 (Definition 4.2.2), and suppose 𝐸𝐻 is the set of corrupted edges.

The SDP relaxation of 𝜙 satisfies

max
𝑋⪰0, 𝑋=𝑋⊤, diag(𝑋)=I

𝜙(𝑋) = 𝜙(𝑥∗) = |𝐸𝐺 | − 2|𝐸𝐻 | ,

where 𝑋 = 𝑥∗𝑥∗⊤ is the unique optimum if and only if 𝐺 and 𝐻 satisfy

⟨𝑋, 𝐿𝐻⟩ <
1
2
⟨𝑋, 𝐿𝐺⟩ , ∀𝑋 ⪰ 0, 𝑋 = 𝑋⊤, diag(𝑋) = I, 𝑋 ≠ ®1®1⊤ .

Proof. Recall that each 𝑒 = {𝑖, 𝑗} ∈ 𝐸 corresponds to a constraint 𝑥𝑖𝑥 𝑗 = 𝑏𝑒 where 𝑏𝑒 = 𝑥∗
𝑖
𝑥∗
𝑗

if
𝑒 ∈ 𝐸𝐺 \ 𝐸𝐻 and 𝑏𝑒 = −𝑥∗𝑖 𝑥

∗
𝑗

if 𝑒 ∈ 𝐸𝐻 , meaning that 𝜙(𝑋) = ∑
{𝑖,𝑗}∈𝐺\𝐸 𝑋𝑖 𝑗𝑥

∗
𝑖
𝑥∗
𝑗
−∑

{𝑖,𝑗}∈𝐸 𝑋𝑖 𝑗𝑥
∗
𝑖
𝑥∗
𝑗
.

Without loss of generality, we can assume that 𝑥∗ = ®1 and that 𝜙(𝑋) = 1
2 ⟨𝑋,𝐴𝐺 − 2𝐴𝐻⟩, where

𝐴𝐺, 𝐴𝐻 are the adjacency matrices of 𝐺 and 𝐻.
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Note that 𝐿𝐺 = 𝐷𝐺 − 𝐴𝐺 and 𝐿𝐻 = 𝐷𝐻 − 𝐴𝐻 , and tr(𝐷𝐺) = 2|𝐸𝐺 |, tr(𝐷𝐻) = 2|𝐸𝐻 |. For any
𝑋 ⪰ 0 with diag(𝑋) = I,

⟨𝑋,𝐴𝐺 − 2𝐴𝐻⟩ = ⟨𝑋, (𝐷𝐺 − 𝐿𝐺) − 2(𝐷𝐻 − 𝐿𝐻)⟩ = 2(|𝐸𝐺 | − 2|𝐸𝐻 |) + ⟨𝑋, 2𝐿𝐻 − 𝐿𝐺⟩ .

Suppose ⟨𝑋, 𝐿𝐻⟩ < 1
2 ⟨𝑋, 𝐿𝐺⟩ for all 𝑋 ≠ ®1®1⊤. Since ⟨®1®1⊤, 𝐿𝐺⟩ = ⟨®1®1⊤, 𝐿𝐻⟩ = 0, we have that the

maximum of 1
2 ⟨𝑋,𝐴𝐺 − 2𝐴𝐻⟩ is |𝐸𝐺 | − 2|𝐸𝐻 | and 𝑋 = ®1®1⊤ is the unique maximum.

For the other direction, suppose there is an 𝑋 ≠ ®1®1⊤ such that ⟨𝑋, 𝐿𝐻⟩ ≥ 1
2 ⟨𝑋, 𝐿𝐺⟩. Then,

𝜙(𝑋) ≥ |𝐸𝐺 | − 2|𝐸𝐻 | = 𝜙(®1®1⊤), meaning that ®1®1⊤ is not the unique optimum. □

Relative spectral approximation from uniform subsamples. We now come to a key technical
observation. Suppose that 𝐻 is a spectral sparsifier of 𝐺, so that 𝑣⊤( 1𝜂𝐿𝐻)𝑣 is (1± 𝛿)𝑣⊤𝐿𝐺𝑣 for any

𝑣 ∈ R𝑛 . Then clearly ⟨𝑋, 𝐿𝐻⟩ < 1
2 ⟨𝑋, 𝐿𝐺⟩ if 𝜂 < 1/2 and 𝛿 = 𝑜(1), as we can write 𝑋 =

∑𝑛
𝑖=1 𝜆𝑖𝑣𝑖𝑣

⊤
𝑖

,
and

⟨𝑋, 𝐿𝐻⟩ =
𝑛∑
𝑖=1

𝜆𝑖𝑣
⊤
𝑖 𝐿𝐻𝑣𝑖 ≤ 𝜂(1+ 𝛿)

𝑛∑
𝑖=1

𝜆𝑖𝑣
⊤
𝑖 𝐿𝐺𝑣𝑖 = 𝜂(1+ 𝛿) · ⟨𝑋, 𝐿𝐺⟩ <

1
2
⟨𝑋, 𝐿𝐺⟩ .

Furthermore, note that above we only required that 𝐿𝐻 ⪯ 𝜂(1+ 𝛿)𝐿𝐺, i.e., we only use the upper
part of the spectral approximation.

We are now ready to state the key relative spectral approximation lemma. We observe that
when 𝐻 is a uniformly random subsample of 𝐺 and 𝐺 has a spectral gap and minimum degree
polylog(𝑛), then with high probability 𝐿𝐻 ⪯ 𝜂(1+ 𝛿)𝐿𝐺. We note that, while we do not provide
a formal proof, the same argument using the lower tail of Matrix Chernoff can also establish a
lower bound on 𝐿𝐻 , which proves that 𝐻 is indeed a spectral sparsifier of 𝐺.
Lemma 7.1.5 (Relative spectral approximation from uniform subsamples). Let 𝜂 ∈ (0, 1). Suppose
𝐺 = (𝑉 ,𝐸) is an 𝑛-vertex graph with minimum degree 𝑑min (self-loops allowed) and spectral gap
𝜆2(𝐿𝐺) = 𝜆 such that 𝑑min𝜆 > 18

𝜂 log 𝑛, where 𝐿𝐺 B 𝐷
−1/2
𝐺

𝐿𝐺𝐷
−1/2
𝐺

is the normalized Laplacian. Let
𝐻 be a subgraph of 𝐺 obtained by selecting each edge with probability 𝜂. Then, with probability at least
1−𝑂(𝑛−2),

𝐿𝐻 ⪯ 𝜂(1+ 𝛿) · 𝐿𝐺

for 𝛿 =

√
18 log 𝑛
𝜂𝑑min𝜆

.

Proof. First, note that ®1 lies in the kernel of both 𝐿𝐺 and 𝐿𝐻 , and because of the spectral gap of 𝐺,
dim(ker(𝐿𝐺)) = 1. Therefore, recalling that 𝐿𝐺 = 𝐷

1/2
𝐺
𝐿𝐺𝐷

1/2
𝐺

, it suffices to prove that(𝐿†𝐺)1/2𝐷−1/2
𝐺

𝐿𝐻𝐷
−1/2
𝐺
(𝐿†𝐺)

1/2


2
≤ 𝜂(1+ 𝛿) .

Here 𝐿†
𝐺

is the pseudo-inverse of 𝐿𝐺, and ∥𝐿†
𝐺
∥2 ≤ 1/𝜆 because 𝐺 has spectral gap 𝜆. We will

write 𝑋 B (𝐿†
𝐺
)1/2𝐷−1/2

𝐺
𝐿𝐻𝐷

−1/2
𝐺
(𝐿†
𝐺
)1/2 for convenience.

Note that 𝐿𝐺 =
∑
𝑒∈𝐸 𝐿𝑒 , where 𝐿𝑒 ⪰ 0 is the Laplacian of a single edge 𝑒 and ∥𝐿𝑒 ∥2 = 2. Let

𝑋𝑒 = (𝐿†
𝐺
)1/2𝐷−1/2

𝐺
𝐿𝑒𝐷

−1/2
𝐺
(𝐿†
𝐺
)1/2 if 𝑒 is chosen in 𝐻 and 0 otherwise. Then, 𝑋 =

∑
𝑒∈𝐸 𝑋𝑒 and
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∥E[𝑋]∥2 = 𝜂. Moreover, each 𝑋𝑒 satisfies 𝑋𝑒 ⪰ 0 and ∥𝑋𝑒 ∥2 ≤ ∥𝐿†𝐺∥2 · ∥𝐷
−1
𝐺
∥2 · ∥𝐿𝑒 ∥2 ≤ 2

𝑑min𝜆
.

Thus, by Matrix Chernoff (Fact 3.4.5),

Pr {∥𝑋∥2 ≥ 𝜂(1+ 𝛿)} ≤ 𝑛 · exp
(
−
𝛿2𝜂

3
· 𝑑min𝜆

2

)
≤ 𝑂(𝑛−2)

as long as 18 log 𝑛
𝜂𝑑min𝜆

≤ 𝛿2 ≤ 1. □

Finishing the algorithm. By Lemmas 7.1.4 and 7.1.5, we can thus recover 𝑥∗ exactly if the
constraint graph 𝐺 of 𝜙 has a nontrivial spectral gap and minimum degree 𝑑min ≥ polylog(𝑛). To
finish the implementation of Strategy 1, we thus need to explain how to algorithmically decom-
pose any graph 𝐺 into subgraphs 𝐺1, . . . ,𝐺𝑇 , each with reasonable min degree and nontrivial
spectral gap, while only discarding a 𝑜(1)-fraction of the edges in 𝐺. This is the well-studied task
of expander decomposition, for which we appeal to known results [KVV04, ST11, Wul17, SW19].

This completes the high-level description of the algorithm in the even 𝑘 case. Below, we
summarize the steps of the final algorithm.

Algorithm 7.1.6 (Algorithm for 𝑘-XOR for even 𝑘).
Input: 𝑘-XOR instance 𝜓 on 𝑛 variables with 𝑚 constraints and constraint hypergraph 𝐻.
Output: Disjoint sets of constraints𝒜1,𝒜2 ⊆ 𝐻 such that |𝒜1 | ≤ 𝑜(𝑚) and only depends on

𝐻, and𝒜2 = (𝐻 \𝒜1) ∩ ℰ𝜓.
Operation:

1. Construct the 2-XOR instance 𝜙 with constraint graph 𝐺, as described in Defini-
tion 7.1.1.

2. Remove small-degree vertices and run expander decomposition on 𝐺 to produce
expanders 𝐺1, . . . ,𝐺𝑇 . Set𝒜1 to be the set of discarded constraints of size 𝑜(𝑚).

3. For each 𝑖 ∈ [𝑇], solve the basic SDP on the subinstance 𝜙𝑖 defined by the con-
straints 𝐺𝑖 . Let𝒜(𝑖)2 denote the set of constraints violated by the optimal local SDP
solution.

4. Output𝒜1 and𝒜2 =
⋃𝑇
𝑖=1𝒜

(𝑖)
2 .

7.1.5 The case of odd 𝑘

We are now ready to briefly explain the differences in the case when 𝑘 is odd. For the purposes of
this overview, we will focus only on the case of 𝑘 = 3. Recall that we are given a 3-XOR instance
𝜓, specified by a 3-uniform hypergraph 𝐻 ⊆

([𝑛]
3

)
, as well as the right-hand sides 𝑏𝐶 ∈ {−1, 1}

for 𝐶 ∈ 𝐻, where 𝑏𝐶 = 𝑥∗
𝐶

with probability 1− 𝜂 and 𝑏𝐶 = −𝑥∗
𝐶

otherwise and 𝑥∗ ∈ {−1, 1}𝑛 is the
planted assignment.

We now produce a 4-XOR instance using the well-known “Cauchy-Schwarz trick” from CSP
refutation [CGL04]. The general idea is to, for any pair of clauses (𝐶,𝐶′) that intersect, add
the “derived constraint” 𝑥𝐶𝑥𝐶′ = 𝑏𝐶𝑏𝐶′ to the 4-XOR instance. Notice that if, e.g., 𝐶 = {𝑢, 𝑖, 𝑗}
and 𝐶′ = {𝑢, 𝑖′, 𝑗′}, then 𝑥𝑢 appears twice on the left-hand side, and thus the constraint is
𝑥𝑖𝑥 𝑗𝑥𝑖′𝑥 𝑗′ = 𝑏𝐶𝑏𝐶′. Given this 4-XOR, we produce a 2-XOR following a similar strategy as
in Definition 7.1.1. The above description omits many technical details, which we handle in
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Sections 7.3 and 7.4; we remark here that these are the same issues that arise in the CSP refutation
case, and we handle them using the techniques in [GKM22].

We have thus produced a 2-XOR instance 𝜙 that is noisy but not in the sense of Definition 4.2.2.
Indeed, each edge 𝑒 in 𝜙 is “labeled” by a pair (𝐶,𝐶′) of constraints in 𝜓, and 𝑒 is noisy if and only
if exactly one of (𝐶,𝐶′) is, and so the noise is not independent across constraints. Nonetheless, we
can still follow the general strategy as in Algorithm 7.1.6. The main technical challenge is to argue
that the relative spectral approximation guarantee of Lemma 7.1.5 holds even when the noise has
the aforementioned correlations, and we do this in Lemma 7.4.7. This allows us to recover, for
most intersecting pairs (𝐶,𝐶′), the quantity 𝜉(𝐶)𝜉(𝐶′), where 𝜉(𝐶) = −1 if 𝐶 is corrupted, and
is 1 otherwise, i.e., 𝑏𝐶 = 𝑥∗

𝐶
𝜉(𝐶); we do not determine 𝜉(𝐶)𝜉(𝐶′) if and only if the pair (𝐶,𝐶′)

corresponds to an edge 𝑒 that was discarded during the expander decomposition.
However, we are not quite done, as we would like to recover 𝜉(𝐶) for most 𝐶, but we only

know 𝜉(𝐶)𝜉(𝐶′) for most intersecting pairs (𝐶,𝐶′). Let us proceed by assuming that we know
𝜉(𝐶)𝜉(𝐶′) for all intersecting pairs (𝐶,𝐶′), and then we will explain how to do a similar decoding
process when we only know most pairs. Let us fix a vertex 𝑢, and let 𝐻𝑢 denote the set of 𝐶 ∈ 𝐻
containing 𝑢. Now, we know 𝜉(𝐶)𝜉(𝐶′) for all 𝐶,𝐶′ ∈ 𝐻𝑢 , and so by Gaussian elimination we
can determine 𝜉(𝐶) for all 𝐶 ∈ 𝐻𝑢 up to a global sign. Now, we know that the vector {𝜉(𝐶)}𝐶∈𝐻𝑢
should have roughly 𝜂|𝐻𝑢 | entries that are −1. So, choosing the global sign that results in fewer
−1’s, we thus correctly determine 𝜉(𝐶) for all 𝐶 ∈ 𝐻𝑢 . We can then repeat this process for each
choice of 𝑢 to decode 𝜉(𝐶) for all 𝐶.

Of course, we only actually know 𝜉(𝐶)𝜉(𝐶′) for most intersecting pairs (𝐶,𝐶′). This implies
that for most choices of 𝑢, the graph 𝐺𝑢 with vertices 𝐻𝑢 and edges (𝐶,𝐶′) if we know 𝜉(𝐶)𝜉(𝐶′)
is obtained from the complete graph on vertices 𝐻𝑢 and deleting some 𝑜(1)-fraction of edges.
This implies that 𝐺𝑢 has a connected component of size (1− 𝑜(1))|𝐻𝑢 |, and again via Gaussian
elimination and picking the proper global sign, we can determine 𝜉(𝐶) on this large connected
component. By repeating this process for each choice of 𝑢, we thus recover 𝜉(𝐶) for most 𝑢.

7.2 From planted CSPs to noisy XOR

In this section, we show how to use Theorem 5 to prove Theorem 4. Before we delve into the
formal proof, we will first explain the reduction given in [FPV15]. We begin with some definitions.

Setup. Let Ψ be sampled from Ψ( ®𝐻, 𝑥∗,𝑄), where 𝑥∗ ∈ {−1, 1}𝑛 , ®𝐻 ⊆ [𝑛]𝑘 , and 𝑄 is a planting
distribution for the predicate 𝑃. Let 𝑄(𝑦) = ∑

𝑆⊆[𝑘] �̂�(𝑆)
∏

𝑖∈𝑆 𝑦𝑖 be the Fourier decomposition
of 𝑄, where �̂�(𝑆) = 1

2𝑘
∑
𝑦∈{−1,1}𝑘 𝑄(𝑦)

∏
𝑖∈𝑆 𝑦𝑖 ∈ [−2−𝑘 , 2−𝑘]. Recall (Definition 4.2.1) that Ψ is

specified by a collection ®𝐻 ⊆ [𝑛]𝑘 of scopes, along with a vector 𝜉( ®𝐶) ∈ {−1, 1}𝑘 for each ®𝐶 ∈ ®𝐻
of literal negations.
Definition 7.2.1. Let 𝑆 ⊆ [𝑘] be nonempty. Let 𝜓(𝑆,+) be the |𝑆 |-XOR instance obtained by, for
each constraint ®𝐶 in Ψ, adding the constraint

∏
𝑖∈𝑆 𝑥 ®𝐶𝑖 =

∏
𝑖∈𝑆 𝜉( ®𝐶)𝑖 . Similarly, let 𝜓(𝑆,−) have

constraints
∏

𝑖∈𝑆 𝑥 ®𝐶𝑖 = −
∏

𝑖∈𝑆 𝜉( ®𝐶)𝑖 .
We make use of the following simple claim.

Claim 7.2.2. For each nonempty 𝑆 ⊆ [𝑘], 𝜓(𝑆,+) is a noisy |𝑆 |-XOR instance (Definition 4.2.2) with
planted assignment 𝑥∗ and noise 𝜂 = 1

2 (1− 2𝑘�̂�(𝑆)). Similarly, 𝜓(𝑆,−) is a noisy |𝑆 |-XOR instance
with planted assignment 𝑥∗ and noise 𝜂 = 1

2 (1+ 2𝑘�̂�(𝑆)).
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Proof. For each ®𝐶, the literal negation 𝜉( ®𝐶) is sampled such that Pr[𝜉( ®𝐶) = 𝜉] = 𝑄(𝜉 ⊙ 𝑥∗®𝐶),
where ⊙ denotes the element-wise product. This is equivalent to sampling 𝑦 ← 𝑄 and setting
𝜉( ®𝐶) = 𝑦 ⊙ 𝑥∗®𝐶 . It thus follows that the probability that the constraint ®𝐶 produces a corrupted

constraint in 𝜓(𝑆,+) is

Pr
𝑦←𝑄

{∏
𝑖∈𝑆

𝑦𝑖 = −1

}
=

1
2

(
1−E𝑦←𝑄

{∏
𝑖∈𝑆

𝑦𝑖

})
=

1
2
(1− 2𝑘�̂�(𝑆)) ,

and is independent for each ®𝐶. A similar calculation handles the case of 𝜓(𝑆,−). □

With the above observations in hand, we can now easily describe the reduction in [FPV15].
First, their reduction requires the algorithm to have a description of the distribution 𝑄. Given
𝑄, the algorithm then finds the smallest 𝑆 such that �̂�(𝑆) is nonzero. Since they know the exact
value of �̂�(𝑆), they can determine its sign correctly. Suppose that �̂�(𝑆) > 0 (the other case is
similar). Then, by solving the |𝑆 |-XOR instance 𝜓(𝑆,+), they recover the planted assignment of
𝜓(𝑆,+) exactly.2 But this planted assignment is precisely 𝑥∗, and so they have also succeeded in
recovering the planted assignment of 𝜓.

The aforementioned reduction clearly does not generalize to the semirandom setting, as in
general the subinstances 𝜓(𝑆,±) will not uniquely determine 𝑥∗. Furthermore, their reduction
additionally requires knowing 𝑄, and while it is not too unreasonable to assume this for random
planted CSPs (as it is perhaps natural for the algorithm to know the distribution), in the semi-
random setting this assumption is a bit strange because we want to view semirandom CSPs as
“moving towards” worst-case ones.

We now prove Theorem 4 from Theorem 5.

Proof of Theorem 4 from Theorem 5. We will present the proof in three steps. First, like [FPV15], we
will assume that the algorithm is given a description of 𝑄 and we will assume that each |�̂�(𝑆)| is
either 0 or at least 2−𝑘𝜀 > 0.3 Then, we will remove this assumption provided that 𝑄(𝑦) > 2𝜀 for
all 𝑦 with 𝑄(𝑦) > 0, i.e., the every 𝑦 in the support of 𝑄 has some minimum probability. Finally,
we will remove the last assumption.

Step 1: the proof when we are given 𝑸. For each 𝑆 where �̂�(𝑆) ≠ 0, we construct the instance
𝜓(𝑆,+) (if �̂�(𝑆) > 0) or 𝜓(𝑆,−) (if �̂�(𝑆) < 0). We then apply4 Theorem 5 to each such instance.
Note that by Claim 7.2.2, the instance has noise 𝜂 = 1

2 (1 − 2𝑘 |�̂�(𝑆)|) ≤ 1
2 (1 − 𝜀) (because we

picked the correct sign when choosing between 𝜓(𝑆,+) and 𝜓(𝑆,−), and we assume |�̂�(𝑆)| ≥ 2−𝑘𝜀).

Then, since 𝑚 ≥ 𝑐𝑘𝑛𝑘/2 · log3 𝑛

𝜀9 and |𝑆 | ≤ 𝑘, by applying Theorem 5 with noise 𝜂 and parameter

𝜀′ B 2−𝑘𝜀, we obtain sets ®𝐻(𝑆,1) (the discarded set) and ®𝐻(𝑆,2) (the corrupted constraints) where
| ®𝐻(𝑆,1) | ≤ 𝜀′𝑚 and ®𝐻(𝑆,2) = ( ®𝐻 \ ®𝐻(𝑆,1)) ∩ ℰ𝜓(𝑆) . Hence, for every constraint ®𝐶 ∈ ®𝐻 \ ®𝐻(𝑆,1), it
follows that we have learned

∏
𝑖∈𝑆 𝑥

∗
®𝐶𝑖

, where 𝑥∗ is the planted assignment for Ψ. By setting

2Here, they also treat |�̂�(𝑆)| as constant, as if |�̂�(𝑆)| ≪ 1/𝑛, say, then their algorithm would not succeed in
recovering the planted assignment on the XOR instance.

3This assumption is implicit in [FPV15]; see the previous footnote.
4Note that Theorem 5 only applies when |𝑆 | ≥ 2. When |𝑆 | = 1, there is a trivial algorithm; see Section 7.7 for

details.
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®𝐻′ B ®𝐻 \ ∪𝑆:�̂�(𝑆)≠0
®𝐻(𝑆,1), it follows that we know

∏
𝑖∈𝑆 𝑥

∗
®𝐶𝑖

for all ®𝐶 ∈ ®𝐻′ and 𝑆 with �̂�(𝑆) ≠ 0,

where | ®𝐻′ | ≥ (1− 2𝑘𝜀′)𝑚 = (1− 𝜀)𝑚.
We now solve the system of linear equations given by

∏
𝑖∈𝑆 𝑥

∗
®𝐶𝑖

for all ®𝐶 ∈ ®𝐻′ and 𝑆 with

�̂�(𝑆) ≠ 0 to obtain some assignment 𝑥 ∈ {−1, 1}𝑛 . As 𝑥∗ is a valid solution to these equations,
such an 𝑥 exists, although it may not be 𝑥∗.

The final step is to argue that for every ®𝐶 ∈ ®𝐻′, 𝑥 satisfies the constraint ®𝐶, namely that
𝑃(𝜉( ®𝐶)1𝑥 ®𝐶1

, 𝜉( ®𝐶)2𝑥 ®𝐶2
, . . . , 𝜉( ®𝐶)𝑘𝑥 ®𝐶𝑘 ) = 1. Indeed, if this is true then we are done, as 𝑥 satisfies at

least (1− 𝜀)𝑚 constraints in Ψ, and so we have obtained the desired assignment.
Let ®𝐶 ∈ ®𝐻′. We know that for every 𝑆 with �̂�(𝑆) ≠ 0, we have that

∏
𝑖∈𝑆 𝑥 ®𝐶𝑖 =

∏
𝑖∈𝑆 𝑥

∗
®𝐶𝑖

.

Hence, it follows that

𝑄(𝜉( ®𝐶) ⊙ 𝑥) =
∑
𝑆⊆[𝑘]

�̂�(𝑆)
∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥 ®𝐶𝑖 =
∑
𝑆⊆[𝑘]

�̂�(𝑆)
∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥∗®𝐶𝑖 = 𝑄(𝜉(
®𝐶) ⊙ 𝑥∗) > 0 ,

where the last inequality is because 𝜉( ®𝐶) was sampled from the distribution 𝑄(𝜉( ®𝐶) ⊙ 𝑥∗), and so
it must be sampled with nonzero probability. As 𝑄 is supported only on satisfying assignments
to the predicate 𝑃, it thus follows that 𝜉( ®𝐶) ⊙ 𝑥∗ must also satisfy 𝑃.
Step 2: removing the dependence on 𝑸 assuming a lower bound on 𝑸(𝒚). First, we observe
that because 𝑘 is constant, we can, for each 𝑆, guess a symbol {0,+,−}, where 0 denotes, informally,
the belief that |�̂�(𝑆)| < 2−𝑘𝜀, + denotes that �̂�(𝑆) ≥ 2−𝑘𝜀, and − denotes that �̂�(𝑆) ≤ −2−𝑘𝜀. For
each of the 32𝑘 choices of guesses, i.e., functions 𝑓 : {𝑆 ⊆ [𝑘]} → {0,+,−}, we run algorithm
mentioned in the previous step. Namely, for each 𝑆: (1) if 𝑓 (𝑆) = 0, then we ignore 𝑆, (2) if
𝑓 (𝑆) = +, then we run Theorem 5 on 𝜓(𝑆,+) to obtain ®𝐻(𝑆,1) and ®𝐻(𝑆,2), and (3) if 𝑓 (𝑆) = −, then
we run Theorem 5 on 𝜓(𝑆,+) to obtain ®𝐻(𝑆,1) and ®𝐻(𝑆,2). As before, we solve the system of linear
equations to obtain some assignment 𝑥( 𝑓 ) ∈ {−1, 1}𝑛 . By enumerating over all possible choices of
𝑓 , we obtain a list of at most 32𝑘 = 𝑂(1) assignments. We then try all of them and output the best
one.

It thus remains to show that at least one of the assignments in the list has high value. As one
may expect, this will be the assignment 𝑥( 𝑓

∗), where 𝑓 ∗ is the correct label function. Indeed, when
𝑓 = 𝑓 ∗, then we are precisely running the algorithm in Step 1, and as observed, after solving the
linear system of equations we obtain an assignment 𝑥 B 𝑥( 𝑓

∗) with the following property. For
every ®𝐶 ∈ ®𝐻′ and every 𝑆 with |�̂�(𝑆)| ≥ 2−𝑘𝜀, we have that

∏
𝑖∈𝑆 𝑥 ®𝐶𝑖 =

∏
𝑖∈𝑆 𝑥

∗
®𝐶𝑖

, where ®𝐻′ ⊆ ®𝐻
has size ≥ (1− 𝜀)𝑚.

Finally, we show that for every ®𝐶 ∈ ®𝐻′, 𝑥 satisfies the constraint ®𝐶. Namely, we have
𝑃(𝜉( ®𝐶)1𝑥 ®𝐶1

, 𝜉( ®𝐶)2𝑥 ®𝐶2
, . . . , 𝜉( ®𝐶)𝑘𝑥 ®𝐶𝑘 ) = 1. Let ®𝐶 ∈ ®𝐻′. We know that for every 𝑆 with |�̂�(𝑆)| ≥

2−𝑘𝜀, we have that
∏

𝑖∈𝑆 𝑥 ®𝐶𝑖 =
∏

𝑖∈𝑆 𝑥
∗
®𝐶𝑖

. Hence, it follows that

���𝑄(𝜉( ®𝐶) ⊙ 𝑥) −𝑄(𝜉( ®𝐶) ⊙ 𝑥∗)��� = ������ ∑𝑆⊆[𝑘] �̂�(𝑆)
∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥 ®𝐶𝑖 −
∑
𝑆⊆[𝑘]

�̂�(𝑆)
∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥∗®𝐶𝑖

������
=

������ ∑
𝑆⊆[𝑘]:|�̂�(𝑆)|<2−𝑘𝜀

�̂�(𝑆)
(∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥 ®𝐶𝑖 −
∏
𝑖∈𝑆

𝜉( ®𝐶)𝑖𝑥∗®𝐶𝑖

)������ ≤ 2𝑘 · 2−𝑘+1𝜀 .
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Now, if we assume that 𝑄(𝑦) > 2𝜀 for every 𝑦 ∈ {−1, 1}𝑘 with 𝑄(𝑦) > 0, then it follows that
𝑄(𝜉( ®𝐶) ⊙ 𝑥) > 0, and so 𝑥 satisfies the constraint 𝑃(𝜉( ®𝐶)1𝑥 ®𝐶1

, 𝜉( ®𝐶)2𝑥 ®𝐶2
, . . . , 𝜉( ®𝐶)𝑘𝑥 ®𝐶𝑘 ) = 1.

Step 3: removing the lower bound on 𝑸(𝒚). In Step 2, we assumed that 𝑄(𝑦) > 2𝜀 for all
𝑦 ∈ {−1, 1}𝑘 with 𝑄(𝑦) > 0. However, we only used this fact in the final step, when we argue
that 𝑄(𝜉( ®𝐶) ⊙ 𝑥) > 0 by observing that 𝑄(𝜉( ®𝐶) ⊙ 𝑥) ≥ 𝑄(𝜉( ®𝐶) ⊙ 𝑥∗) − 2𝜀 > 0. To remove the
assumption, we will show that for at most 2𝑘+2𝜀 constraints ®𝐶 ∈ ®𝐻, it holds that𝑄(𝜉( ®𝐶) ⊙ 𝑥∗) ≤ 2𝜀.
This then implies that 𝑥 satisfies at least (1− 𝜀− 2𝑘+2𝜀)𝑚 = (1−𝑂(𝜀))𝑚 constraints, which finishes
the proof.

Let 𝒮 denote the set of ®𝐶 ∈ ®𝐻 where 𝑄(𝜉( ®𝐶) ⊙ 𝑥∗) ≤ 2𝜀. Observe that the probability, over
the choice of 𝜉( ®𝐶), that ®𝐶 ∈ 𝒮 is at most 2𝑘 · 2𝜀 = 2𝑘+1𝜀, and moreover this is independent for
each ®𝐶 ∈ ®𝐻. Thus, by a Chernoff bound, it follows that with probability ≥ 1− exp(−𝑂(𝜀𝑚)) ≥
1− 1/poly(𝑛), it holds that |𝒮| ≤ 2 · 2𝑘+1𝜀, and so we are done. □

Remark 7.2.3 (Tolerating fewer constraints for structured 𝑄’s). We have shown that the above
algorithm succeeds in finding an assignment 𝑥 that satisfies at least (1−𝑂(𝜀))𝑚 constraints when
𝑚 ≥ 𝑛𝑘/2 · poly(log 𝑛, 1/𝜀). However, if the distribution 𝑄 has |�̂�(𝑆)| < 2−𝑘𝜀 for all 𝑆 with |𝑆 | > 𝑟,
then we only need 𝑛𝑟/2 · poly(log 𝑛, 1/𝜀) constraints. (If 𝑟 = 0, then for small enough constant 𝜀,
𝑄 will be supported on all of {−1, 1}𝑘 , and so any assignment satisfies all constraints. If 𝑟 = 1, we
require 𝑂(𝑛 · log 𝑛

𝜀 ) constraints; see Lemma 7.7.1.) Indeed, this follows because for such 𝑄, the
true label function 𝑓 ∗ will have 𝑓 ∗(𝑆) = 0 for any 𝑆 with |𝑆 | > 𝑟. Hence, for this choice of 𝑓 ∗, we
only call Theorem 5 on noisy 𝑡-XOR instances for 𝑡 ≤ 𝑟, and so we have enough constraints. It
therefore follows that the assignment 𝑥( 𝑓

∗) that we obtain for the label function 𝑓 ∗ will be, with
high probability an assignment that satisfies at least (1−𝑂(𝜀))𝑚 constraints.

An example where this gives an improvement is the well-studied NAE-3-SAT (not-all-equal-
3SAT) predicate [AE98, ACIM01, DSS14]. Suppose 𝑄 is the uniform distribution over satisfying
assignments to NAE-3-SAT: 𝑄(𝑥1, 𝑥2, 𝑥3) = 1

6 · 1
4 (3 − 𝑥1𝑥2 − 𝑥2𝑥3 − 𝑥1𝑥3). Then, we only need

𝑚 ≥ �̃�(𝑛) constraints, even though it is a 3-CSP (𝑘 = 3).

7.3 From 𝑘-XOR to spread bipartite 𝑘-XOR

In this section, we begin the proof of Theorem 5. See Definition 4.2.2 for a reminder of our
semirandom planted 𝑘-XOR model 𝜓(𝐻, 𝑥∗,𝜂) given a 𝑘-uniform hypergraph 𝐻, assignment
𝑥∗ ∈ {−1, 1}𝑛 , and noise parameter 𝜂 ∈ (0, 1/2). Recall also that ℰ𝜓 denotes the set of corrupted
hyperedges.

We think of 𝒜1(𝐻) as the small set of edges that we discard (or give up on), and this will
only depend on the hypergraph 𝐻. For the rest of the graph, the algorithm will correctly identify
which edges are corrupted.

Our proof of Theorem 5 goes via a reduction to spread bipartite 𝑡-XOR instances for 𝑡 =

2, . . . , 𝑘, which are 𝑡-XOR instances with some additional desired structure. Such instances were
introduced in [GKM22] to study the refutation of semirandom 𝑘-XOR instances. The reduction
here is nearly identical to the corresponding reduction in [GKM22, Section 4].
Definition 7.3.1 (Spread bipartite 𝑘-XOR). A 𝑝-bipartite 𝑘-XOR instance 𝜓 on 𝑛 variables with
𝑚 constraints is defined by a collection of (𝑘 − 1)-uniform hypergraphs 𝐻 = {𝐻𝑢}𝑢∈[𝑝] on the
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vertex set [𝑛], as well as “right-hand sides” 𝑏𝑢,𝐶 for each 𝑢 ∈ [𝑝] and 𝐶 ∈ 𝐻𝑢 . There are two sets
of variables of 𝜓: the “normal” variables 𝑥1, . . . , 𝑥𝑛 , and the “special” variables 𝑦1, . . . , 𝑦𝑝 . The
constraints of 𝜓 are 𝑦𝑢

∏
𝑖∈𝐶 𝑥𝑖 = 𝑏𝑢,𝐶 for each 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻𝑢 .

We furthermore say that 𝜓 is 𝜏-spread if it has the following additional properties:
(1) |𝐻𝑢 | = 𝑚

𝑝 ≥ 2⌊ 1
2𝜏2 ⌋ and 𝑚

𝑝 is even for each 𝑢 ∈ [𝑝],
(2) For each 𝑢 ∈ [𝑝] and set 𝑄 ⊆ [𝑛], deg𝑢(𝑄) ≤ 1

𝜏2 max(1, 𝑛
𝑘
2−1−|𝑄 |).

Analogously to Definition 4.2.2, we call 𝜓 a semirandom planted instance with planted as-
signment (𝑥∗, 𝑦∗) and noise parameter 𝜂 if the right-hand sides 𝑏𝑢,𝐶 are generated by setting
𝑏𝑢,𝐶 = 𝑦∗𝑢

∏
𝑖∈𝐶 𝑥

∗
𝑖

with probability 1 − 𝜂 and 𝑏𝑢,𝐶 = −𝑦∗𝑢
∏

𝑖∈𝐶 𝑥
∗
𝑖

otherwise, independently
for each choice of 𝑢,𝐶. For a choice of 𝑥∗, 𝑦∗, 𝐻 = {𝐻𝑢}𝑢∈[𝑝], and 𝜂, we call this distribution
𝜓({𝐻𝑢}𝑢∈[𝑝], 𝑥∗, 𝑦∗,𝜂). As before, if an edge (𝑢,𝐶) has 𝑏𝑢,𝐶 = −𝑦∗𝑢

∏
𝑖∈𝐶 𝑥

∗
𝑖
, we call (𝑢,𝐶) a cor-

rupted hyperedge, and we denote the set of corrupted hyperedges in 𝜓 by ℰ𝜓.

The main technical result of this chapter is the following lemma, which gives an algorithm to
find the noisy constraints in a semirandom planted 𝜏-spread bipartite 𝑘-XOR instance.
Lemma 7.3.2 (Algorithm for 𝜏-spread bipartite 𝑘-XOR). Let 𝑘 ≥ 2, 𝑛, 𝑝 ∈ N, 𝜀 ∈ (0, 1), 𝜂 ∈ [0, 1/2),
and let 𝛾 B 1− 2𝜂 > 0. Let 𝜏 ≤ 𝑐𝛾√

𝑘 log 𝑛
, and let 𝑚 ≥ 𝐶𝑛 𝑘−1

2
√
𝑝 · (𝑘 log 𝑛)3/2

𝜏𝛾2𝜀3/2 for some universal constants

𝑐,𝐶. There is a polynomial-time algorithm𝒜 that takes as input an 𝜏-spread 𝑝-bipartite 𝑘-XOR instance
𝜓 with constraint hypergraph 𝐻 = {𝐻𝑢}𝑢∈[𝑝] and outputs two disjoint sets𝒜1(𝐻),𝒜2(𝜓) ⊆ 𝐻 with the
following guarantee: (1) for any instance 𝜓 with 𝑚 constraints, |𝒜1(𝐻)| ≤ 𝜀𝑚 and𝒜1(𝐻) only depends
on 𝐻, and (2) for any 𝑥∗ ∈ {−1, 1}𝑛 , 𝑦∗ ∈ {−1, 1}𝑝 and any 𝐻 = {𝐻𝑢}𝑢∈[𝑝] with |𝐻 | B ∑

𝑢∈[𝑝] |𝐻𝑢 | ≥ 𝑚,
with probability 1− 1

poly(𝑛) over 𝜓← 𝜓({𝐻𝑢}𝑢∈[𝑝], 𝑥∗, 𝑦∗,𝜂), it holds that𝒜2(𝜓) = ℰ𝜓 ∩ (𝐻 \𝒜1(𝐻)).
Note that as 𝜂 → 1

2 , 𝛾 = 1 − 2𝜂 → 0 and 𝜏 → 0, which blows up 𝑚. This is the expected
behavior since when 𝜂 = 1

2 , it is impossible to recover the planted assignment since the signs of
the constraints are uniformly random.

7.3.1 Proof of Theorem 5 from Lemma 7.3.2

With Lemma 7.3.2, we can finish the proof of Theorem 5. The high-level idea of this proof is very
simple. First, we decompose the 𝑘-XOR instance 𝜓 into subinstances 𝜓(𝑡) for each 𝑡 = 2, . . . , 𝑘,
using a hypergraph decomposition algorithm very similar to the one used in [GKM22, HKM23].
The algorithm and its guarantees are shown in Section 7.6. Then, we run the algorithm in
Lemma 7.3.2 to identify a set of corrupted constraints and a small set of discarded constraints
within each subinstance 𝜓(𝑡). We then take the union of these outputs to be the final output of the
algorithm.

Proof of Theorem 5. We begin with the decomposition of 𝜓 into 𝜓(2), . . . ,𝜓(𝑘) along with a set of
“discarded” hyperedges 𝐻(1), which is done using Algorithm 7.6.1 with spread parameter 𝜏 B
𝑐(1−2𝜂)√
𝑘 log 𝑛

where 𝑐 is the constant in Lemma 7.3.2. For each 𝑡 = 2, . . . , 𝑘, 𝜓(𝑡) is a semirandom (with

noise 𝜂) planted 𝜏-spread 𝑝(𝑡)-bipartite 𝑡-XOR instance specified by (𝑡 − 1)-uniform hypergraphs
{𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)].

Let 𝑚(𝑡) B
∑
𝑢∈[𝑝(𝑡)] |𝐻

(𝑡)
𝑢 |. Algorithm 7.6.1 has the following guarantees:

(1) The runtime is 𝑛𝑂(𝑘),

89



(2) For each 𝑡 ∈ {2, . . . , 𝑘} and 𝑢 ∈ [𝑝(𝑡)], |𝐻(𝑡)𝑢 | = 𝑚(𝑡)

𝑝(𝑡)
= 2⌊ 1

2𝜏2 max(1, 𝑛𝑡−
𝑘
2−1)⌋; in particular, |𝐻(𝑡)𝑢 |

is even and is at least 2⌊ 1
2𝜏2 ⌋,

(3) For each 𝑡 = 2, . . . , 𝑘, the instance 𝜓(𝑡) is 𝜏-spread,

(4) The number of “discarded” hyperedges is 𝑚(1) B |𝐻(1) | ≤ 1
𝑘𝜏2 𝑛

𝑘
2 ,

(5) For 𝑡 ∈ {2, . . . , 𝑘}, each 𝐶 ∈ 𝐻(𝑡)𝑢 is obtained by removing 𝑘 − (𝑡 − 1) vertices from an edge
in the original hypergraph 𝐻. Thus, there is a one-to-one map Decomp : 𝐻 → 𝐻(1) ∪⋃𝑘
𝑡=2{𝐻

(𝑡)
𝑢 }𝑢∈[𝑝(𝑡)], such that an edge 𝐶 ∈ 𝐻 is corrupted if and only if the edge Decomp(𝐶) is

corrupted in the instance 𝜓(𝑡) that it lies in.

For convenience, we denote 𝛾 B 1 − 2𝜂 and 𝛽 B 4𝐶 · (𝑘 log 𝑛)3/2
𝜏𝛾2𝜀3/2 = 4𝐶

𝑐 ·
𝑘2 log2 𝑛

𝛾3𝜀3/2 where 𝐶, 𝑐
are the constants in Lemma 7.3.2. The algorithm in Theorem 5 works as follows. First, it runs
Algorithm 7.6.1 to produce the instances 𝜓(2), . . . ,𝜓(𝑘). Then, for each 𝑡 = 2, . . . , 𝑘, if 𝑚(𝑡) ≥
𝑛
𝑡−1

2
√
𝑝(𝑡) · 𝛽, we run Lemma 7.3.2 on 𝜓(𝑡) and obtain, with probability 1 − 1/poly(𝑛), a set 𝐴(𝑡)1

where |𝐴(𝑡)1 | ≤
𝜀
2𝑚
(𝑡) and 𝐴(𝑡)2 = ℰ𝜓(𝑡) \𝐴

(𝑡)
1 . Otherwise, if 𝑚(𝑡) < 𝑛

𝑡−1
2
√
𝑝(𝑡) · 𝛽, we set 𝐴(𝑡)1 = 𝐻(𝑡) and

𝐴
(𝑡)
2 = ∅. Finally, we output 𝒜1 B 𝐻(1) ∪⋃𝑘

𝑡=2 Decomp−1(𝐴(𝑡)1 ) and 𝒜2 B
⋃𝑘
𝑡=2 Decomp−1(𝐴(𝑡)2 ),

where Decomp is the mapping in property (5) of Algorithm 7.6.1.
Note that 𝑚(𝑡) = 𝑝(𝑡) |𝐻(𝑡)𝑢 | ≥ 𝑝(𝑡) · 1

2𝜏2 𝑛
𝑡− 𝑘2−1, which means 𝑝(𝑡) ≤ 2𝜏2𝑛

𝑘
2−𝑡+1𝑚(𝑡), and since∑

𝑡

√
𝑚(𝑡) ≤

√
𝑘
∑
𝑡 𝑚
(𝑡) ≤
√
𝑘𝑚 by Cauchy-Schwarz, we have

𝑘∑
𝑡=2

𝑛
𝑡−1

2

√
𝑝(𝑡) · 𝛽 ≤ 𝑂(𝜏) · 𝑛 𝑘

4
√
𝑘𝑚 · 𝛽 ≤ 𝑜(𝜀)𝑚

as long as 𝑚 ≫ 𝑛
𝑘
2 · 𝑘𝜏2𝛽2/𝜀2. Moreover, 𝑚(1) ≤ 1

𝑘𝜏2 𝑛
𝑘
2 =

log 𝑛
𝑐2𝛾2 𝑛

𝑘
2 ≤ 𝑜(𝜀)𝑚. One can verify, by

plugging in 𝛽, that the lower bound on 𝑚 in Theorem 5 suffices.
By union bound over 𝑡, it thus follows that

|𝒜1 | ≤ 𝑚(1) +
𝑘∑
𝑡=2

𝜀
2
𝑚(𝑡) +

𝑘∑
𝑡=2

𝑛
𝑡−1

2

√
𝑝(𝑡)𝛽 ≤ 𝜀𝑚 ,

and 𝒜2 = ℰ𝜓 \ 𝒜1. Moreover, by Lemma 7.3.2, 𝒜1 only depends on the hypergraph 𝐻. This
completes the proof. □

7.4 Identifying noisy constraints in spread bipartite 𝑘-XOR

In this section, we prove Lemma 7.3.2. The proof will be decomposed into the following steps.
First, we take the semirandom planted bipartite 𝑘-XOR instance 𝜓 and transform it into a 2-
XOR instance 𝜙. Second, we decompose the constraint graph of 𝜙 into expanders. For each
expander in the decomposition, we argue that the SDP solution to this subinstance is rank 1,
and moreover agrees exactly with the planted assignment. This allows us to identify, for each
expanding subinstance, exactly which edges in 𝜙 are errors. Finally, we use this information to
identify the set of corrupted constraints in the original instance 𝜓, which finishes the proof.
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7.4.1 Setup and key notation

We now introduce the key notation that shall be used throughout this section. Let 𝜓 be the
semirandom 𝜏-spread 𝑝-bipartite 𝑘-XOR instance (recall Definition 7.3.1) with 𝑚 constraints
given as the input to the algorithm. Recall that the instance 𝜓 is specified by a collection of
𝑝 hypergraphs {𝐻𝑢}𝑢∈[𝑝], where each 𝐻𝑢 is a (𝑘 − 1)-uniform hypergraph on 𝑛 vertices and
|𝐻𝑢 | = 𝑚/𝑝. Each constraint in 𝜓 is specified by a pair (𝑢,𝐶) where 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻𝑢 , and has
a right-hand side 𝑏𝑢,𝐶 ∈ {−1, 1}, and the constraints are 𝑦𝑢

∏
𝑖∈𝐶 𝑥𝑖 = 𝑏𝑢,𝐶 , where {𝑦𝑢}𝑢∈[𝑝] and

{𝑥𝑖}𝑖∈[𝑛] are variables. Because the instance 𝜓 is semirandom with noise parameter 𝜂 and planted
assignment (𝑥∗, 𝑦∗), for each constraint (𝑢,𝐶) we have, with probability 1 − 𝜂 independently,
𝑏𝑢,𝐶 = 𝑦∗𝑢

∏
𝑖∈𝐶 𝑥

∗
𝑖
, and otherwise 𝑏𝑢,𝐶 = −𝑦∗𝑢

∏
𝑖∈𝐶 𝑥

∗
𝑖
. Our goal is to output, in 𝑛𝑂(𝑘)-time, a set

𝒜1(𝐻) of size ≤ 𝜏𝑚 to discard, and then for the rest of the instance, identify exactly the corrupted
constraints, i.e., those for which 𝑏𝑢,𝐶 = −𝑦∗𝑢

∏
𝑖∈𝐶 𝑥

∗
𝑖
.

We now define the 2-XOR instance 𝜙 from 𝜓. An example is shown in Fig. 7.2.
Definition 7.4.1 (2-XOR instance 𝜙 from bipartite 𝑘-XOR 𝜓). For every 𝑢 ∈ [𝑝] and 𝐻𝑢 , we
partition 𝐻𝑢 arbitrarily into two sets 𝐻(𝐿)𝑢 and 𝐻(𝑅)𝑢 of equal size.

• If 𝑘 is odd, then there are
( 𝑛
𝑘−1

2

)2 variables in 𝜙, one variable 𝑧(𝑆1,𝑆2) for each pair of sets

𝑆1, 𝑆2 ⊆ [𝑛]where |𝑆1 | = |𝑆2 | = 𝑘−1
2 .

• If 𝑘 is even, then there are 2
( 𝑛
⌈ 𝑘−1

2 ⌉
) ( 𝑛
⌊ 𝑘−1

2 ⌋
)

variables in 𝜙, one variable 𝑧(𝑆1,𝑆2) for each pair of

sets 𝑆1, 𝑆2 ⊆ [𝑛] where either |𝑆1 | = ⌈ 𝑘−1
2 ⌉ and |𝑆2 | = ⌊ 𝑘−1

2 ⌋ or |𝑆1 | = ⌊ 𝑘−1
2 ⌋ and |𝑆2 | = ⌈ 𝑘−1

2 ⌉.
For each 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 and 𝐶′ ∈ 𝐻(𝑅)𝑢 , we arbitrarily partition 𝐶 into sets 𝑆1 ∪ 𝑆2 and 𝐶′

into sets 𝑆′1 ∪ 𝑆
′
2, where |𝑆1 | = |𝑆′1 | = ⌈

𝑘−1
2 ⌉ and |𝑆2 | = |𝑆′2 | = ⌊

𝑘−1
2 ⌋. We then add the constraint

𝑧(𝑆1,𝑆′2)𝑧(𝑆2,𝑆′1) = 𝑏𝑢,𝐶𝑏𝑢,𝐶′ to 𝜙.

It is intuitive to think of clauses from 𝐻
(𝐿)
𝑢 and 𝐻

(𝑅)
𝑢 as having different colors, and each

variable 𝑧(𝑆1,𝑆′2) contains roughly 𝑘/2 of each color. See Fig. 7.2 for an example of a 2-XOR 𝜙
constructed from a bipartite 𝑘-XOR 𝜓.
Observation 7.4.2 (Size of 𝜙). The number of variables in 𝜙 is at most 𝑛𝑘−1 (for both even and
odd 𝑘). Since each |𝐻𝑢 | = 𝑚/𝑝, |𝐻(𝐿)𝑢 | = |𝐻(𝑅)𝑢 | = 𝑚

2𝑝 , and the number of constraints in 𝜙 is exactly

𝑝 · ( 𝑚2𝑝 )2 = 𝑚2

4𝑝 . In particular, when 𝑚 ≥ 𝑛 𝑘−1
2
√
𝑝 · 𝛽 for 𝛽 = poly(log 𝑛) as assumed in Lemma 7.3.2,

the average degree of 𝜙 is at least 1
4𝛽

2.
Remark 7.4.3 (Corrupted constraints in 𝜙). A constraint 𝑧(𝑆1,𝑆′2)𝑧(𝑆2,𝑆′1) = 𝑏𝑢,𝐶𝑏𝑢,𝐶′ in 𝜙 is corrupted
if exactly one of 𝑏𝑢,𝐶 and 𝑏𝑢,𝐶′ is corrupted in 𝜓. Thus, if each constraint in 𝜓 is corrupted with
probability 𝜂 ∈ (0, 1/2), then each constraint in 𝜙 is corrupted with probability 2𝜂(1− 𝜂) < 1/2.
Note, however, that the constraints in 𝜙 are not corrupted independently.

We need some more definitions about the constraint graph of 𝜙.
Definition 7.4.4 (Constraint graph of 𝜙). Let 𝐺(𝜙) = (𝑉 ,𝐸) be the constraint graph of 𝜙. Notice
that each edge 𝑒 ∈ 𝐸 uniquely identifies 𝑢(𝑒) ∈ [𝑝] and 𝐶𝐿(𝑒) ∈ 𝐻(𝐿)𝑢(𝑒), 𝐶𝑅(𝑒) ∈ 𝐻

(𝑅)
𝑢(𝑒). For each

𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 , define 𝐺(𝐿)
𝑢,𝐶(𝜙) to be the subgraph of 𝐺 that 𝐶 participates in, i.e., with edge set

{𝑒 ∈ 𝐸 : 𝑢(𝑒) = 𝑢, 𝐶𝐿(𝑒) = 𝐶}. We similarly define 𝐺(𝑅)
𝑢,𝐶′(𝜙) for 𝐶′ ∈ 𝐻(𝑅)𝑢 .

We next make the important observation that the degree of a vertex in 𝐺
(𝐿)
𝑢,𝐶(𝜙) is upper

bounded by the number of 𝐶′ ∈ 𝐻(𝑅)𝑢 sharing at least ⌊ 𝑘−1
2 ⌋ vertices. See Fig. 7.2 also for an
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Figure 7.2: An example of the 2-XOR instance 𝜙 from a bipartite 4-XOR 𝜓 (Definition 7.4.1). On
the left, 𝐻(𝐿)𝑢 consists of 𝐶1 = {1, 2, 3} and 𝐶2 = {4, 5, 6} (with green vertices), and 𝐻

(𝑅)
𝑢 consists

of 𝐶′1 = {1, 6, 7} and 𝐶′2 = {1, 8, 9} (with blue vertices). On the right, the constraint graph 𝐺(𝜙)
has vertices 𝑧𝑆1,𝑆2 where either |𝑆1 | = 2, |𝑆2 | = 1 or |𝑆1 | = 1, |𝑆2 | = 2 (we can view 𝑆1, 𝑆2 as
having green, blue vertices). Each edge corresponds to two clauses in 𝜓; for example, the edge{
𝑧{1,2},{1}, 𝑧{3},{6,7}

}
comes from the clauses 𝐶1 and 𝐶′1.

Corruptions. In the figure, we label a clause −1 if it is corrupted and +1 otherwise. An edge in 𝐺
is corrupted if exactly one of the two corresponding clauses in 𝜓 is corrupted.
Degree of 𝐺(𝐿)

𝑢,𝐶(𝜙). For 𝐶1 ∈ 𝐻(𝐿)𝑢 , the subgraph 𝐺
(𝐿)
𝑢,𝐶1
(𝜙) corresponds to the edges colored

red, i.e., all edges that 𝐶1 participates in. The vertex 𝑧{1,2},{1} has degree 2 in 𝐺(𝐿)
𝑢,𝐶1
(𝜙) because

|𝐶′1 ∩ 𝐶
′
2 | = 1.

illustration. Therefore, assuming that 𝜓 is 𝜏-spread, we have a maximum degree bound on
𝐺
(𝐿)
𝑢,𝐶(𝜙) and 𝐺(𝑅)

𝑢,𝐶′(𝜙) for all 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 and 𝐶′ ∈ 𝐻(𝑅)𝑢 .

Lemma 7.4.5 (Degree bounds for 𝐺(𝐿)
𝑢,𝐶 , 𝐺(𝑅)

𝑢,𝐶′). Let 𝜓 be an 𝜏-spread 𝑝-bipartite 𝑘-XOR instance. Then,

for any 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 and 𝐶′ ∈ 𝐻(𝑅)𝑢 , the maximum degree of 𝐺(𝐿)
𝑢,𝐶(𝜙), 𝐺

(𝑅)
𝑢,𝐶′(𝜙) is at most 1/𝜏2.

Proof. Consider any 𝐶 ∈ 𝐻(𝐿)𝑢 and two adjacent edges {𝑧(𝑆1,𝑆′2), 𝑧(𝑆2,𝑆′1)} and {𝑧(𝑆1,𝑆′′2 ), 𝑧(𝑆2,𝑆′′1 )} in

𝐺
(𝐿)
𝑢,𝐶(𝜙) formed by joining 𝐶 = 𝑆1 ∪ 𝑆2 with 𝐶′ = 𝑆′1 ∪ 𝑆

′
2 and 𝐶′′ = 𝑆′′1 ∪ 𝑆

′′
2 ∈ 𝐻

(𝑅)
𝑢 . As the edges

are adjacent, it must be the case that either 𝑆′1 = 𝑆′′1 or 𝑆′2 = 𝑆′′2 , which means that |𝐶′∩𝐶′′ | ≥ ⌊ 𝑘−1
2 ⌋.

Thus, the degree of a vertex 𝑧(𝑆1,𝑆′2) in 𝐺 is upper bounded by the maximum number of 𝐶′ ∈ 𝐻(𝑅)𝑢

that all share the same ⌊ 𝑘−1
2 ⌋ variables.

Suppose 𝜓 is 𝜏-spread, meaning that deg𝑢(𝑄) ≤ 1
𝜏2 max(1, 𝑛

𝑘
2−1−|𝑄 |) for 𝑄 ⊆ [𝑛]. Since

𝑘
2 − 1− ⌊ 𝑘−1

2 ⌋ ≤ 0, we have that 𝐺(𝐿)𝑢,𝑐(𝜙) has maximum degree ≤ 1/𝜏2. □

7.4.2 Proof outline

With the setup in Section 7.4.1 in hand, our proof now proceeds in three conceptual steps.

Step 1: graph pruning and expander decomposition. Suppose the instance 𝜙 has average
degree 𝑑. We first prune the instance using Lemma 3.1.1 such that the resulting constraint graph
has minimum degree ≥ 𝜀𝑑 while only removing 𝜀 fraction of the constraints, where 𝜀 = 𝑜(1). We
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further apply expander decomposition (Fact 3.1.2) to the pruned instance to obtain subinstances
𝜙1, . . . , 𝜙𝑇 while discarding only a 𝜀 fraction of the constraints of 𝜙 such that the constraint graph
of each 𝜙𝑖 has spectral gap Ω̃(𝜀2).
Step 2: relative spectral approximation and recovery of corrupted pairs. We show that for
each expanding subinstance 𝜙𝑖 , the basic SDP for the 2-XOR instance 𝜙𝑖 is equal to 𝑥∗(𝑥∗)⊤,
where 𝑥∗ is the planted assignment for 𝜙. That is, the SDP solution is rank 1 and agrees with
the planted assignment for 𝜙. We show this by arguing that, for each 𝜙𝑖 , the Laplacian of the
corrupted constraints in 𝜙𝑖 is a spectral sparsifier of the Laplacian of the constraint graph of 𝜙𝑖 (see
Lemma 7.1.4). Here, we crucially use that each such constraint graph has large minimum degree
and spectral gap.

From this, it is trivial to identify the corrupted edges in each 𝜙𝑖 , as they are the ones violated by
the SDP solution. We are not quite done yet, however, because each constraint in 𝜙 corresponds
to a pair of constraints in the original instance 𝜓.

Step 3: recovery of corrupted constraints from corrupted pairs. The previous step shows that
for all but a 𝜀 fraction of tuples (𝑢,𝐶,𝐶′)where 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 , and 𝐶′ ∈ 𝐻(𝑅)𝑢 , we can recover
the product 𝜉𝑢(𝐶)𝜉𝑢(𝐶′), where 𝜉𝑢(𝐶) = −1 if (𝑢,𝐶) is noisy in 𝜓, and is +1 otherwise. Because 𝜀
is small, it must be the case that for most 𝑢 ∈ [𝑝], we know the product 𝜉𝑢(𝐶)𝜉𝑢(𝐶′) (from Step 2)
for most pairs (𝐶,𝐶′)with 𝐶 ∈ 𝐻(𝐿)𝑢 and 𝐶′ ∈ 𝐻(𝑅)𝑢 .

Suppose we knew 𝜉𝑢(𝐶)𝜉𝑢(𝐶′) for all (𝐶,𝐶′) ∈ 𝐻(𝐿)𝑢 × 𝐻(𝑅)𝑢 . Then, it is trivial to decode
𝜉𝑢(𝐶) up to a global sign. Formally, we could obtain 𝑧 ∈ {−1, 1}𝐻𝑢 where 𝑧𝐶 = 𝛼𝜉𝑢(𝐶) for some
𝛼 ∈ {−1, 1}. From this, it is easy to obtain 𝜉𝑢(𝐶), as the fraction of 𝐶 ∈ 𝐻𝑢 for which 𝜉𝑢(𝐶) = −1
should be roughly 𝜂 < 1

2 ; so, if 𝑧 has < 1
2 -fraction of −1’s, then 𝑧 = 𝜉𝑢(𝐶), and otherwise

−𝑧 = 𝜉𝑢(𝐶). This, however, requires |𝐻𝑢 | ≥ Ω

(
log 𝑛
(1−2𝜂)2

)
for a high-probability result.

Additionally, we do not quite know 𝜉𝑢(𝐶)𝜉𝑢(𝐶′) for all (𝐶,𝐶′) ∈ 𝐻(𝐿)𝑢 ×𝐻(𝑅)𝑢 : we only know
this for all but a 𝜀𝑢-fraction of the pairs. By forming a graph 𝐺𝑢 where we have an edge (𝐶,𝐶′) if
(𝐶,𝐶′) is a pair where we know 𝜉𝑢(𝐶)𝜉𝑢(𝐶′), we can thus obtain such a 𝑧 for all 𝐶 in the largest
connected component of 𝐺𝑢 . Because 𝐺𝑢 is obtained by taking a complete biclique and deleting
only a 𝜀𝑢-fraction of all edges, the largest connected component has size (1− 𝜀𝑢)|𝐻𝑢 |, and so we
can recover 𝜉𝑢(𝐶) for all but a 𝜀𝑢-fraction of constraints in 𝐻𝑢 . We do this for each partition 𝑢,
which finishes the proof.

7.4.3 Graph pruning and expander decomposition

This step is a simple combination of graph pruning and expander decomposition.
Lemma 7.4.6. Fix 𝜀 ∈ (0, 1). There is a polynomial-time algorithm such that, given a 2-XOR instance 𝜙
whose constraint graph has 𝑚 edges and average degree 𝑑, outputs subinstances 𝜙1, . . . , 𝜙𝑇 on disjoint
variables with the following guarantees: 𝜙1, . . . , 𝜙𝑇 contain at least 1− 𝜀 fraction of the constraints in 𝜙,
and for each 𝑖 ∈ [𝑇], the constraint graph 𝐺𝑖 of 𝜙𝑖 , after adding some self-loops, has minimum degree at
least 1

3𝜀𝑑 and 𝜆2(𝐿𝐺𝑖 ) ≥ Ω(𝜀2/log2 𝑚).
The self-loops in Lemma 7.4.6 are only for the analysis of 𝐿𝐺𝑖 and do not correspond to actual

constraints in 𝜙𝑖 . Observe that adding self-loops to a graph 𝐺 does not change the unnormalized
Laplacian 𝐿𝐺, but as 𝐷𝐺 (the degree matrix) increases, the spectral gap of the normalized Laplacian,
i.e. 𝜆2(𝐿𝐺) = 𝜆2(𝐷−1/2

𝐺
𝐿𝐺𝐷

−1/2
𝐺
), may decrease. The expander decomposition algorithm (Fact 3.1.2)
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guarantees that each piece, even after adding self-loops to preserve degrees, has large spectral
gap. This does not change the subinstances 𝜙1, . . . , 𝜙𝑇 , but in the next section, it is crucial that we
use this stronger guarantee to ensure a lower bound on the minimum degree.

Proof of Lemma 7.4.6. We first apply the graph pruning algorithm (Lemma 3.1.1) such that the
resulting instance has minimum degree ≥ 𝜀

3 𝑑 and at least (1− 2
3𝜀)𝑚 constraints. Then, we apply

expander decomposition (Fact 3.1.2) that partitions the vertices of the pruned graph 𝐺′ into
𝑉1, . . . ,𝑉𝑇 such that the number of edges across partitions is at most 𝜀

3𝑚, and for each 𝑖 ∈ [𝑇],
the normalized Laplacian satisfies 𝜆2(𝐿𝐺′{𝑉𝑖}) ≥ Ω(𝜀2/log2 𝑚). Here we recall that 𝐺′{𝑉𝑖} is the
induced subgraph of 𝐺′ with self-loops such that the vertices in 𝐺′{𝑉𝑖} have the same degrees as
in 𝐺′.

In total, we have removed at most 𝜀𝑚 edges. This completes the proof. □

7.4.4 Rank-1 SDP solution from expansion and relative spectral approximation

We next show that for each subinstance 𝜙𝑖 obtained from Lemma 7.4.6, its constraint graph 𝐺
and the subgraph of corrupted edges 𝐻 satisfy 𝐿𝐻 ≺ 1

2𝐿𝐺. Recall from Lemmas 7.1.4 and 7.1.5
that this implies the basic SDP for the 2-XOR 𝜙𝑖 is rank 1 and agrees with the planted assignment
of 𝜙.

The next lemma is analogous to Lemma 7.1.5 but differs in an important way: a constraint in
𝜙 is corrupted if and only if exactly one of the two corresponding constraints in 𝜓 is corrupted;
thus, the corruptions in 𝜙 are correlated. This is why each constraint in 𝜙 is obtained from one
clause in 𝐻(𝐿)𝑢 and one clause in 𝐻(𝑅)𝑢 (recall Definition 7.4.1), so that in the proof below we have
independent randomness to perform a “2-step sparsification” proof. It is also worth noting that
the following lemma requires not just a lower bound on the minimum degree and spectral gap of
𝐺 but also that the original bipartite 𝑘-XOR instance 𝜓 is well-spread, which allows us to apply
Lemma 7.4.5.

Same as Lemma 7.1.5, the following lemma is a purely graph-theoretic statement.
Lemma 7.4.7 (Relative spectral approximation with correlated subsamples). Suppose 𝐺 = (𝑉 ,𝐸)
is an 𝑛-vertex graph with minimum degree 𝑑min (self-loops and parallel edges allowed) and spectral gap
𝜆2(𝐿𝐺) = 𝜆 > 0. Let 𝑚1,𝑚2 ∈ N, 𝜂 ∈ [0, 1/2), and let 𝜉(1)1 , . . . , 𝜉(1)𝑚1 , 𝜉(2)1 , . . . , 𝜉(2)𝑚2 be i.i.d. random
variables that take value −1 with probability 𝜂 and +1 otherwise. Suppose there is an injective map that
maps each edge 𝑒 ↦→ (𝑐1(𝑒), 𝑐2(𝑒)) ∈ [𝑚1] × [𝑚2], and for each 𝑖 ∈ [𝑚1] (resp. 𝑗 ∈ [𝑚2]) define 𝐺(1)

𝑖
(resp.

𝐺
(2)
𝑗

) be the subgraph of 𝐺 with edge set {𝑒 ∈ 𝐸 : 𝑐1(𝑒) = 𝑖} (resp. {𝑒 ∈ 𝐸 : 𝑐2(𝑒) = 𝑗}). Moreover,

suppose 𝐺(1)
𝑖

and 𝐺(2)
𝑗

have maximum degree ≤ Δ for all 𝑖 ∈ [𝑚1], 𝑗 ∈ [𝑚2].
Let 𝐻 be the subgraph of 𝐺 with edge set

{
𝑒 ∈ 𝐸 : 𝜉(1)

𝑐1(𝑒)𝜉
(2)
𝑐2(𝑒) = −1

}
. There is a universal constant

𝐵 > 0 such that if 𝑑min𝜆 ≥ 𝐵Δ log 𝑛, then with probability 1−𝑂(𝑛−2),

𝐿𝐻 ⪯ max
(
(1+ 𝛿) · 2𝜂(1− 𝜂), 1

3

)
· 𝐿𝐺

for 𝛿 =

√
𝐵Δ log 𝑛
𝑑min𝜆

.

Let 𝛾 B 1 − 2𝜂 > 0 since 𝜂 < 1
2 . Notice that 2𝜂(1 − 𝜂) = 1

2 (1 − 𝛾2), which approaches 1
2 as

𝜂→ 1
2 . Thus, if 𝛿 ≤ 𝛾2, then (1+ 𝛿) · 2𝜂(1− 𝜂) ≤ (1+ 𝛾2) · 1

2 (1− 𝛾2) < 1
2 , and 𝐿𝐻 ≺ 1

2𝐿𝐺 suffices to
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conclude via Lemma 7.1.4 that the SDP relaxation on the expanding subinstance is rank 1 and
recovers the planted assignment, which also gives us the set of corrupted constraints.

Proof of Lemma 7.4.7. First, note that by the definition of Laplacian and the spectral gap of 𝐿𝐺,
span(®1) is exactly the null space of 𝐿𝐺 and is contained in the null space of 𝐿𝐻 . Therefore, recalling
that 𝐿𝐺 = 𝐷

1/2
𝐺
𝐿𝐺𝐷

1/2
𝐺

, it suffices to prove that(𝐿†𝐺)1/2𝐷−1/2
𝐺

𝐿𝐻𝐷
−1/2
𝐺
(𝐿†𝐺)

1/2


2
≤ max

(
(1+ 𝛿) · 2𝜂(1− 𝜂), 1

3

)
. (7.1)

Here 𝐿†
𝐺

is the pseudo-inverse of 𝐿𝐺, and ∥𝐿†
𝐺
∥2 ≤ 1/𝜆. For simplicity, for any graph 𝐺′, we will

write 𝐿𝐺′ B (𝐿†𝐺)1/2𝐷
−1/2
𝐺

𝐿𝐺′𝐷
−1/2
𝐺
(𝐿†
𝐺
)1/2. Thus,

𝐿𝐻 =
∑
𝑒∈𝐸

1
(
𝜉(1)
𝑐1(𝑒)𝜉

(2)
𝑐2(𝑒) = −1

)
· 𝐿𝑒 , and E[𝐿𝐻] = 2𝜂(1− 𝜂)

∑
𝑒∈𝐸

𝐿𝑒 .

Note that
∑
𝑒∈𝐸 𝐿𝑒 = 𝐿𝐺, a projection matrix, thus

∑
𝑒∈𝐸 𝐿𝑒


2 = 1.

For each 𝑖 ∈ [𝑚1], we further define 𝐺(1)
𝑖,+ and 𝐺(1)

𝑖,− to be (random) edge-disjoint subgraphs of

𝐺
(1)
𝑖

where 𝐺(1)
𝑖,+ has edge set

{
𝑒 ∈ 𝐸 : 𝑐1(𝑒) = 𝑖, 𝜉(2)

𝑐2(𝑒) = +1
}

and 𝐺(1)
𝑖,− has edge set

{
𝑒 ∈ 𝐸 : 𝑐1(𝑒) =

𝑖, 𝜉(2)
𝑐2(𝑒) = −1

}
. Note that 𝐺(1)

𝑖,+, 𝐺(1)
𝑖,− are independent of 𝜉(1) = (𝜉(1)1 , . . . , 𝜉(1)𝑚1). By the maximum

degree bound on 𝐺(1)
𝑖

, we have that
𝐿

𝐺
(1)
𝑖,+


2 and

𝐿
𝐺
(1)
𝑖,−


2 ≤

𝐿
𝐺
(1)
𝑖


2 ≤ 2Δ. Thus,𝐿

𝐺
(1)
𝑖,+


2
,
𝐿

𝐺
(1)
𝑖,−


2
≤

𝐿
𝐺
(1)
𝑖


2
≤ 2Δ ·

𝐿†𝐺2
·
𝐷−1

𝐺


2 ≤

2Δ
𝑑min𝜆

. (7.2)

Similarly, for 𝑗 ∈ [𝑚2], 𝐺(2)𝑗,+ and 𝐺(2)
𝑗,− are (random) edge-disjoint subgraphs of 𝐺(2)

𝑗
independent of

𝜉(2) = (𝜉(2)1 , . . . , 𝜉(2)𝑚2) such that
𝐿

𝐺
(2)
𝑗,+


2 and

𝐿
𝐺
(2)
𝑗,−


2 ≤

2Δ
𝑑min𝜆

.

Now, we first fix 𝜉(2) ∈ {−1, 1}𝑚2 . Observe that we can write 𝐿𝐻 as

𝐿𝐻 =
∑
𝑖∈[𝑚1]

1(𝜉(1)
𝑖

= +1) · 𝐿
𝐺
(1)
𝑖,−
+ 1(𝜉(1)

𝑖
= −1) · 𝐿

𝐺
(1)
𝑖,+

, (7.3)

and
E[𝐿𝐻 |𝜉(2)] = (1− 𝜂)

∑
𝑖∈[𝑚1]

𝐿
𝐺
(1)
𝑖,−
+ 𝜂

∑
𝑖∈[𝑚1]

𝐿
𝐺
(1)
𝑖,+

=
∑
𝑒∈𝐸

(
(1− 𝜂) · 1(𝜉(2)

𝑐2(𝑒) = −1) + 𝜂 · 1(𝜉(2)
𝑐2(𝑒) = +1)

)
· 𝐿𝑒

B
∑
𝑒∈𝐸

𝑤𝑐2(𝑒) · 𝐿𝑒 .

(7.4)

Here 𝑤𝑐2(𝑒) ∈ {𝜂, 1− 𝜂}, thus
E[𝐿𝐻 |𝜉(2)]


2 ≥ 𝜂

∑
𝑒∈𝐸 𝐿𝑒


2 = 𝜂.

We now split the analysis into two cases. Let 𝜂0 B 1/12.
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Case 1: 𝜼 ≥ 𝜼0. In light of Eq. (7.3), we define 𝑋𝑖 B 1(𝜉(1)
𝑖

= +1) · 𝐿
𝐺
(1)
𝑖,−
+ 1(𝜉(1)

𝑖
= −1) · 𝐿

𝐺
(1)
𝑖,+

such that 𝐿𝐻 =
∑
𝑖∈[𝑚1] 𝑋𝑖 . Moreover, we have that 𝑋𝑖 ⪰ 0 and ∥𝑋∥2 ≤ 2Δ

𝑑min𝜆
almost surely from

Equation (7.2). Thus, applying matrix Chernoff (Fact 3.4.5), we get

Pr
𝜉(1)

{𝐿𝐻
2
≥ (1+ 𝛿)

E[𝐿𝐻 |𝜉(2)]


2

}
≤ 𝑛 · exp

(
−1

3
𝛿2

E[𝐿𝐻 |𝜉(2)]


2
· 𝑑min𝜆

2Δ

)
≤ 𝑛 · exp

(
−
𝛿2𝜂𝑑min𝜆

6Δ

)
,

(7.5)

which is at most 𝑂(𝑛−2) as long as 𝛿2 ≥ 𝐵1Δ log 𝑛
𝑑min𝜆

for a large enough constant 𝐵1.

Next, we similarly prove concentration for
E[𝐿𝐻 |𝜉(2)]


2 over 𝜉(2). Recalling Equation (7.4),

E[𝐿𝐻 |𝜉(2)] =
∑
𝑒∈𝐸

𝑤𝑐2(𝑒) · 𝐿𝑒 =
∑
𝑗∈[𝑚2]

𝑤 𝑗

∑
𝑒∈𝐺(2)

𝑗

𝐿𝑒 =
∑
𝑗∈[𝑚2]

𝑤 𝑗 · 𝐿𝐺(2)
𝑗

.

E[𝑤 𝑗] = 2𝜂(1 − 𝜂), and
E𝜉(2)E[𝐿𝐻 |𝜉(2)]


2 = 2𝜂(1 − 𝜂)

∑
𝑒∈𝐸 𝐿𝑒


2 = 2𝜂(1 − 𝜂). Since

𝑤 𝑗𝐿𝐺(2)
𝑗


2 ≤

2(1−𝜂)Δ
𝑑min𝜆

, we can apply matrix Chernoff again:

Pr
𝜉(2)

{E[𝐿𝐻 |𝜉(2)]


2
≥ (1+ 𝛿′) · 2𝜂(1− 𝜂)

}
≤ 𝑛 · exp

(
−1

3
𝛿′2 · 2𝜂(1− 𝜂) · 𝑑min𝜆

2(1− 𝜂)Δ

)
(7.6)

which is at most 𝑂(𝑛−2) as long as 𝛿′2 ≥ 𝐵2Δ log 𝑛
𝑑min𝜆

for a large enough constant 𝐵2. Combining

both tail bounds, by the union bound, we have that with probability at least 1−𝑂(𝑛−2),
𝐿𝐻

2 ≤
(1 + 𝛿) · 2𝜂(1 − 𝜂) as long as 𝛿2 ≥ 𝐵Δ log 𝑛

𝑑min𝜆
for a large enough 𝐵. This establishes Equation (7.1),

proving the lemma for this case.

Case 2: 𝜼 < 𝜼0. To handle this case, observe that the exact same analysis goes through for
𝐻 = {𝑒 ∈ 𝐸 : 𝜉(1)

𝑐1(𝑒) = −1 or 𝜉(2)
𝑐2(𝑒) = −1} ⊇ 𝐻. Indeed, similar to Eqs. (7.3) and (7.4), we have

𝐿
𝐻

=
∑
𝑖∈[𝑚1] 𝑋𝑖 where 𝑋𝑖 = 1(𝜉(1)

𝑖
= +1) · 𝐿

𝐺
(1)
𝑖,−
+ 1(𝜉(1)

𝑖
= −1) · 𝐿

𝐺
(1)
𝑖

(notice the 2nd term is 𝐺(1)
𝑖

instead of 𝐺(1)
𝑖,+), and

E[𝐿
𝐻
|𝜉(2)] = (1− 𝜂)

∑
𝑖∈[𝑚1]

𝐿
𝐺
(1)
𝑖,−
+ 𝜂

∑
𝑖∈[𝑚1]

𝐿
𝐺
(1)
𝑖

=
∑
𝑒∈𝐸

𝑤𝑐2(𝑒) · 𝐿𝑒 =
∑
𝑗∈[𝑚2]

𝑤 𝑗 · 𝐿𝐺(2)
𝑗

,

where 𝑤 𝑗 = 1 if 𝜉(2)
𝑗

= −1 and 𝜂 if 𝜉(2)
𝑗

= +1, hence E[𝑤 𝑗] = 𝜂 + 𝜂(1 − 𝜂) = 𝜂(2 − 𝜂). Moreover,E𝜉(2)E[𝐿𝐻 |𝜉(2)]


2 = 𝜂(2− 𝜂)
∑

𝑒∈𝐸 𝐿𝑒


2 = 𝜂(2− 𝜂).
First, set 𝜂 = 𝜂0, and let 𝐻0 be the random subgraph as defined above. Similar to Eqs. (7.5)

and (7.6), we apply matrix Chernoff (Fact 3.4.5) and get that with probability 1−𝑂(𝑛−2),
𝐿

𝐻0


2 ≤

(1+ 𝛿) · 𝜂0(2− 𝜂0) for 𝛿 =

√
𝐵Δ log 𝑛
𝑑min𝜆

≤ 1. In particular, this means that 𝐿
𝐻0
⪯ 2𝜂0(2− 𝜂0)𝐿𝐺 ⪯ 1

3𝐿𝐺

when 𝜂0 = 1/12.
Now, fix any 𝜂 < 𝜂0. We can obtain a coupling between this case and the case when 𝜂 = 𝜂0

by randomly changing 𝜉(1)
𝑖

and 𝜉(2)
𝑗

from +1 to −1 (while not flipping the ones with −1). Notice
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that 𝐻 is monotone increasing as we change any +1 to −1 (whereas 𝐻 is not!), thus we must have
𝐻 ⊆ 𝐻0 in this coupling. Then, as 𝐻 ⊆ 𝐻, we have

𝐿𝐻 ⪯ 𝐿𝐻 ⪯ 𝐿𝐻0
⪯ 1

3
𝐿𝐺

with probability 1−𝑂(𝑛−2). This finishes the proof of Lemma 7.4.7. □

7.4.5 Recovery of corrupted constraints from corrupted pairs

We have thus shown that, with probability ≥ 1 − 1/poly(𝑛), we can exactly recover the set of
corrupted constraints within each expanding subinstance 𝜙1, . . . , 𝜙𝑇 . Recall that after pruning
and expander decomposition (Lemma 7.4.6), the expanding subinstances contain a (1− 𝜀)-fraction
of all edges in the instance 𝜙, and the set of edges removed only depends on the constraint graph
and not the right-hand sides of 𝜙. As stated in Observation 7.4.2, the instance 𝜙 has exactly
𝑚2/4𝑝 edges, and they correspond exactly to the set {(𝑢,𝐶,𝐶′) : 𝑢 ∈ [𝑝],𝐶 ∈ 𝐻(𝐿)𝑢 ,𝐶′ ∈ 𝐻(𝑅)𝑢 }, and
moreover an edge 𝑒 in 𝜙 is corrupted if and only if exactly one of the two constraints (𝑢,𝐶), (𝑢,𝐶′)
is corrupted in the original instance 𝜓, where 𝑒 corresponds to (𝑢,𝐶,𝐶′). For each 𝑢 ∈ [𝑝] and
𝐶 ∈ 𝐻𝑢 = 𝐻

(𝐿)
𝑢 ∪𝐻(𝑅)𝑢 , let 𝜉𝑢(𝐶) = −1 if (𝑢,𝐶) is corrupted in 𝜓, and 1 otherwise. It thus follows

that we have learned, for 1− 𝜀 fraction of all {(𝑢,𝐶,𝐶′) : 𝑢 ∈ [𝑝],𝐶 ∈ 𝐻(𝐿)𝑢 ,𝐶′ ∈ 𝐻(𝑅)𝑢 }, the product
𝜉𝑢(𝐶) · 𝜉𝑢(𝐶′).

It now remains to show how to recover 𝜉𝑢(𝐶) for most 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻𝑢 . For each 𝑢 ∈ [𝑝],
let 𝑃𝑢 ⊆ {(𝐶,𝐶′) : 𝐶 ∈ 𝐻(𝐿)𝑢 ,𝐶′ ∈ 𝐻(𝑅)𝑢 } such that we have determined 𝜉𝑢(𝐶) · 𝜉𝑢(𝐶′), and let
𝑃 = ∪𝑢∈[𝑝]𝑃𝑢 . We know that |𝑃 | ≥ (1− 𝜀)𝑚2

4𝑝 . Let 𝜀𝑢 be chosen so that |𝑃𝑢 | = (1− 𝜀𝑢) 𝑚
2

4𝑝2 , i.e., 𝜀𝑢 is

the fraction of pairs in 𝐻(𝐿)𝑢 ×𝐻(𝑅)𝑢 that were deleted in Lemma 7.4.6. Notice that we have

(1− 𝜀)𝑚
2

4𝑝
≤ |𝑃 | =

∑
𝑢∈[𝑝]
|𝑃𝑢 | =

𝑚2

4𝑝2

∑
𝑢∈[𝑝]
(1− 𝜀𝑢)

=⇒ 1
𝑝

∑
𝑢∈[𝑝]

𝜀𝑢 ≤ 𝜀 .
(7.7)

One can think of this problem as a collection of disjoint satisfiable (noiseless) 2-XOR instances on
𝑃𝑢 , where each 𝑃𝑢 is a biclique ( 𝑚2𝑝 vertices on each side) with 𝜀𝑢 fraction of edges are removed.

Algorithm 7.4.8 (Recover corrupted constraints from corrupted pairs).
Given: For each 𝑢 ∈ [𝑝], a set 𝑃𝑢 ⊆ 𝐻(𝐿)𝑢 ×𝐻(𝑅)𝑢 such that |𝑃𝑢 | = (1 − 𝜀𝑢) 𝑚

2

4𝑝2 for 𝜀𝑢 ∈ [0, 1],
along with “right-hand sides” 𝜉𝑢(𝐶) · 𝜉𝑢(𝐶′) for each (𝐶,𝐶′) ∈ 𝑃𝑢 .

Output: For each 𝑢 ∈ [𝑝], disjoint subsets𝒜(1)𝑢 ,𝒜(2)𝑢 ⊆ 𝐻𝑢 .
Operation:

1. Initialize: 𝒜(1)𝑢 ,𝒜(2)𝑢 = ∅ for each 𝑢 ∈ [𝑝].
2. For each 𝑢 ∈ [𝑝]:

(a) If 𝜀𝑢 ≥ 1/3, set𝒜(1)𝑢 = 𝐻𝑢 and𝒜(2)𝑢 = ∅.
(b) Else if 𝜀𝑢 < 1/3, let 𝐺𝑢 be the graph with vertex set 𝐻𝑢 = 𝐻

(𝐿)
𝑢 ∪𝐻(𝑅)𝑢 with

edges given by 𝑃𝑢 , and let 𝑆𝑢 be the size of the largest connected component
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in 𝐺𝑢 .
(c) As 𝑆𝑢 is connected in 𝐺𝑢 , and we know 𝜉𝑢(𝐶)𝜉𝑢(𝐶′) for each edge (𝐶,𝐶′)

in 𝐺𝑢 , by solving a linear system of equations we obtain 𝑧 ∈ {−1, 1}𝐻𝑢 such
that either 𝑧𝐶 = 𝜉𝑢(𝐶) for all 𝐶 ∈ 𝑆𝑢 , or 𝑧𝐶 = −𝜉𝑢(𝐶) for all 𝐶 ∈ 𝑆𝑢 . That is,
𝑧𝐶 = 𝜉𝑢(𝐶) up to a global sign.

(d) Pick the global sign to minimize the number of 𝐶 ∈ 𝑆𝑢 for which 𝑧𝐶 = −1. Set
𝒜(1)𝑢 = 𝐻𝑢 \ 𝑆𝑢 and𝒜(2)𝑢 = {𝐶 ∈ 𝑆𝑢 : 𝑧𝐶 = −1}.

3. Output {𝒜(1)𝑢 }𝑢∈[𝑝], {𝒜(2)𝑢 }𝑢∈[𝑝].

We now analyze Algorithm 7.4.8 via the following lemma.

Lemma 7.4.9. Let 𝜂 ∈ [0, 1/2), and let |𝐻𝑢 | = 𝑚
𝑝 ≥ 24𝑘

(1−2𝜂)2 log 𝑛 and |𝑃𝑢 | = (1 − 𝜀𝑢) 𝑚
2

4𝑝2 with 𝜀𝑢 ∈
[0, 1] for each 𝑢 ∈ [𝑝], and 1

𝑝

∑
𝑢∈[𝑝] 𝜀𝑢 ≤ 𝜀. The outputs of Algorithm 7.4.8 satisfy the following:

(1)
∑
𝑢∈[𝑝] |𝒜

(1)
𝑢 | ≤ 4𝜀𝑚, and (2) with probability 1 − 𝑛−𝑘 over the noise {𝜉𝑢(𝐶)}𝑢∈[𝑝],𝐶∈𝐻𝑢 , for every

𝑢 ∈ [𝑝] we have that𝒜(2)𝑢 = {𝐶 ∈ 𝐻𝑢 : 𝜉𝑢(𝐶) = −1} \ 𝒜(1)𝑢 .

Proof. Suppose that 𝜀𝑢 < 1/3. Observe that 𝐺𝑢 is a graph obtained by taking a biclique with left
vertices 𝐻(𝐿)𝑢 and right vertices 𝐻(𝑅)𝑢 , i.e., with 𝑚/2𝑝 left vertices and 𝑚/2𝑝 right vertices. The
following lemma shows that the largest connected component 𝑆𝑢 in 𝐺𝑢 has size at least 𝑚

𝑝 (1− 𝜀𝑢).

Claim 7.4.10. Let 𝐾𝑛,𝑛 be the complete bipartite graph with 𝑛 left vertices 𝐿 and 𝑛 right vertices
𝑅. Let 𝐺 be a graph obtained by deleting 𝜀𝑛2 edges from 𝐾𝑛,𝑛 . Then, the largest connected
component in 𝐺 has size ≥ 2𝑛(1− 𝜀).

We postpone the proof of Claim 7.4.10 to the end of the section, and continue with the proof
of Lemma 7.4.9.

We now argue that we can efficiently obtain the vector 𝑧 in Step (2c) of Algorithm 7.4.8.
Indeed, this is done as follows. First, pick one 𝐶0 ∈ 𝑆𝑢 arbitrarily, and set 𝑧𝐶0 = 1. Then, we
propagate in a breadth-first search manner: for any edge (𝐶,𝐶′) in 𝑆𝑢 where 𝑧𝐶 is determined, set
𝑧𝐶′ = 𝑧𝐶 · 𝜉𝑢(𝐶)𝜉𝑢(𝐶′). We repeat this process until we have labeled all of 𝑆𝑢 . Notice that as 𝑆𝑢 is
a connected component, fixing 𝑧𝐶0 for any 𝐶0 ∈ 𝑆𝑢 uniquely determines the assignment of all 𝑆𝑢 ,
thus we have obtained 𝑧𝐶 = 𝜉𝑢(𝐶) up to a global sign.

Now, we observe that 𝑆𝑢 does not depend on the noise in 𝜓. Indeed, this is because the pruning
and expander decomposition (and thus the graph 𝐺𝑢) depends solely on the constraint graph 𝐺
of the instance 𝜙, and not on the right-hand sides of the constraints. The following lemma thus
shows that with high probability over the noise, the number of 𝐶 ∈ 𝑆𝑢 where 𝜉𝑢(𝐶) = −1 is strictly
less than 1/2|𝑆𝑢 |. Hence, in Step (2d), by picking the assignment ±𝑧 that minimizes the number
of 𝐶 ∈ 𝑆𝑢 with 𝜉𝑢(𝐶) = −1, we see that𝒜(2)𝑢 = {𝐶 ∈ 𝑆𝑢 : 𝑧𝐶 = −1} = {𝐶 ∈ 𝑆𝑢 : 𝜉𝑢(𝐶) = −1}.

Claim 7.4.11. Let 𝜂 ∈ (0, 1/2) be the corruption probability, and assume that 𝑝 ≤ 𝑛𝑘 and 𝑚
𝑝 ≥

24𝑘
(1−2𝜂)2 log 𝑛. With probability 1 − 𝑛−𝑘 over the noise in 𝜓, it holds that for each 𝑢 ∈ [𝑝] with

𝜀𝑢 < 1/3, |{𝐶 ∈ 𝑆𝑢 : 𝜉𝑢(𝐶) = −1}| < 1
2 |𝑆𝑢 |.

We postpone the proof of Claim 7.4.11, and finish the proof of Lemma 7.4.9. We next bound
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∑
𝑢∈[𝑝] |𝒜

(1)
𝑢 |. By Eq. (7.7) we have that 1

𝑝

∑
𝑢 𝜀𝑢 ≤ 𝜀. Thus,∑

𝑢:𝜀𝑢≥1/3
|𝐻𝑢 | ≤

𝑚

𝑝

∑
𝑢:𝜀𝑢≥1/3

3𝜀𝑢 ≤ 3𝜀𝑚 .

Moreover, by Claim 7.4.10 we have |𝑆𝑢 | ≥ (1− 𝜀𝑢)|𝐻𝑢 | = (1− 𝜀𝑢)𝑚𝑝 . Thus,∑
𝑢:𝜀𝑢<1/3

|𝐻𝑢 \ 𝑆𝑢 | ≤
∑

𝑢:𝜀𝑢<1/3
𝜀𝑢 ·

𝑚

𝑝
≤ 𝜀𝑚 .

Therefore, combining the two,∑
𝑢∈[𝑝]
|𝒜(1)𝑢 | =

∑
𝑢:𝜀𝑢<1/3

|𝐻𝑢 \ 𝑆𝑢 | +
∑

𝑢:𝜀𝑢≥1/3
|𝐻𝑢 | ≤ 4𝜀𝑚 ,

which finishes the proof of Lemma 7.4.9. □

In the following, we prove Claims 7.4.10 and 7.4.11.

Proof of Claim 7.4.10. Let 𝑆1, . . . , 𝑆𝑡 be the connected components of 𝐺. Let ℓ𝑖 = |𝑆𝑖 ∩ 𝐿| and
𝑟𝑖 = |𝑆𝑖 ∩ 𝑅 |. The number of edges in 𝐺 is at most

∑𝑡
𝑖=1 ℓ𝑖𝑟𝑖 .

Now, suppose that the largest connected component of 𝐺 has size at most 𝑀. Then, we have
that ℓ𝑖 + 𝑟𝑖 ≤ 𝑀 for all 𝑖 ∈ [𝑡]. Notice that the number of edges deleted from 𝐾𝑛,𝑛 to produce
𝐺 must be at least 𝑛2 −∑𝑡

𝑖=1 ℓ𝑖𝑟𝑖 , and this is at most 𝜀𝑛2. Hence, by maximizing the quantity∑𝑡
𝑖=1 ℓ𝑖𝑟𝑖 subject to ℓ𝑖 + 𝑟𝑖 ≤ 𝑀 for all 𝑖 ∈ [𝑡] and

∑𝑡
𝑖=1 ℓ𝑖 + 𝑟𝑖 = 2𝑛, we can obtain a lower bound on

the number of edges deleted from 𝐾𝑛,𝑛 in order for the largest connected component of 𝐺 to have
size at most 𝑀. We have that

𝑡∑
𝑖=1

ℓ𝑖𝑟𝑖 ≤
𝑡∑
𝑖=1

(
ℓ𝑖 + 𝑟𝑖

2

)2

≤ 𝑀

2
·

𝑡∑
𝑖=1

ℓ𝑖 + 𝑟𝑖
2

=
𝑛𝑀

2
,

where the first inequality is by the AM-GM inequality. Thus,

𝜀𝑛2 ≥ 𝑛2 − 𝑛𝑀
2

=⇒ 𝑀 ≥ 2𝑛(1− 𝜀) ,

which finishes the proof. □

Proof of Claim 7.4.11. Let 𝑢 be such that 𝜀𝑢 < 1/3, and let 𝑆𝑢 be the largest connected component
in 𝐺𝑢 . Observe that 𝑆𝑢 is determined solely by the constraint graph of 𝜙, and in particular
does not depend on the noise in 𝜙 (and hence on the noise in 𝜓). As 𝑝 ≤ 𝑛𝑘 by assumption,
it thus suffices to show that for each 𝑢 ∈ [𝑝], with probability 1 − 𝑛−2𝑘 it holds that |{𝐶 ∈ 𝑆𝑢 :
𝜉𝑢(𝐶) = −1}| < 1

2 |𝑆𝑢 |. Notice that |{𝐶 ∈ 𝑆𝑢 : 𝜉𝑢(𝐶) = −1}| is simply the sum of |𝑆𝑢 | Bernoulli(𝜂)
random variables. By Hoeffding’s inequality, with probability ≥ 1− exp(−2𝛿2 |𝑆𝑢 |) it holds that
|{𝐶 ∈ 𝑆𝑢 : 𝜉𝑢(𝐶) = −1}| ≤ (𝜂 + 𝛿)|𝑆𝑢 |. We choose 𝛿 = 1

2 (12 − 𝜂) such that 𝜂 + 𝛿 < 1
2 for 𝜂 ∈ (0, 1

2 ).
Then, by noting that 2𝛿2 |𝑆𝑢 | ≥ 2𝛿2(1− 𝜀𝑢)|𝐻𝑢 | ≥ 1

2 (12 −𝜂)2 · 2
3 · 𝑚𝑝 ≥ 2𝑘 log 𝑛 since 𝑚

𝑝 ≥ 24𝑘
(1−2𝜂)2 log 𝑛,

Claim 7.4.11 follows. □
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7.4.6 Finishing the proof of Lemma 7.3.2

Proof of Lemma 7.3.2. We are given an 𝜏-spread 𝑝-bipartite 𝑘-XOR instance 𝜓 with constraint
graph 𝐻 = {𝐻𝑢}𝑢∈[𝑝], where we recall from Definition 7.3.1 that (1) 𝑚 = |𝐻 | and each |𝐻𝑢 | = 𝑚

𝑝 ≥
2⌊ 1

2𝜏2 ⌋ and 𝑚
𝑝 is even, and (2) for any 𝑄 ⊆ [𝑛], deg𝑢(𝑄) ≤ 1

𝜏2 max(1, 𝑛
𝑘
2−1−|𝑄 |). For convenience,

let 𝑚 ≥ 𝑛 𝑘−1
2
√
𝑝 · 𝛽 where 𝛽 B 𝐶 · (𝑘 log 𝑛)3/2

𝜏𝛾2𝜀3/2 and 𝛾 B 1− 2𝜂 ∈ (0, 1] since 𝜂 ∈ [0, 1
2 ).

First, we construct the 2-XOR instance 𝜙 defined in Definition 7.4.1. As stated in Observa-
tion 7.4.2, the average degree is at least 𝑑 B 1

4𝛽
2, and furthermore, by Lemma 7.4.5, the maximum

degree of 𝐺(𝐿)
𝑢,𝐶(𝜙) and 𝐺(𝑅)

𝑢,𝐶′(𝜙) for any 𝑢 ∈ [𝑝], 𝐶 ∈ 𝐻(𝐿)𝑢 and 𝐶′ ∈ 𝐻(𝑅)𝑢 is bounded by Δ B 1/𝜏2.
The algorithm then follows the steps outlined in Section 7.4.2.

Step 1. We apply graph pruning and expander decomposition (Lemma 7.4.6) with parameter
𝜀′ B 1

4𝜀, which decomposes 𝜙 into 𝜙1, . . . , 𝜙𝑇 such that they contain 1 − 𝜀′ fraction of the
constraints in 𝜙, and their constraint graphs (after adding some self-loops due to expander
decomposition) have minimum degree 𝑑min ≥ 1

3𝜀
′𝑑 = 1

48𝜀𝛽
2 and spectral gap 𝜆 ≥ Ω(𝜀′2/log2 𝑚) =

Ω(𝜀2/(𝑘2 log2 𝑛)).
Step 2. We solve the SDP relaxation for each subinstance 𝜙𝑖 . Let 𝐺 be the constraint graph
of 𝜙𝑖 (with at most 𝑁 ≤ 𝑛𝑘−1 vertices) and 𝐻 be the corrupted edges of 𝐺. We apply the
relative spectral approximation result (Lemma 7.4.7) with 𝜉(1)1 , . . . , 𝜉(1)

𝑚/2𝑝 (resp. 𝜉(2)1 , . . . , 𝜉(2)
𝑚/2𝑝)

being {−1, 1} random variables indicating whether each 𝐶 ∈ 𝐻(𝐿)𝑢 (resp. 𝐶′ ∈ 𝐻(𝑅)𝑢 ) is corrupted.
Moreover, the subgraphs 𝐺(1)

𝑖
and 𝐺(2)

𝑗
in Lemma 7.4.7 (which are simply subgraphs of 𝐺(𝐿)

𝑢,𝐶(𝜙)
and 𝐺(𝑅)

𝑢,𝐶′(𝜙)) have maximum degree ≤ Δ = 1/𝜏2. Thus, we have that with probability 1−𝑂(𝑁−2),

𝐿𝐻 ⪯ max
(
(1+ 𝛿) · 2𝜂(1− 𝜂), 1

3

)
· 𝐿𝐺

where 𝛿 =

√
𝐵Δ log𝑁
𝑑min𝜆

≤ 𝑂
(√

𝑘3 log3 𝑛

𝜏2𝜀3𝛽2

)
. Plugging in 𝛽 (for large enough 𝐶), we get that 𝛿 ≤ 𝛾2 =

1 − 4𝜂(1 − 𝜂). Therefore, we have (1 + 𝛿) · 2𝜂(1 − 𝜂) ≤ (1 + 𝛾2) · 1
2 (1 − 𝛾2) < 1

2 , hence 𝐿𝐻 ≺ 1
2𝐿𝐺.

By union bound over all 𝑇 ≤ 𝑁 subinstances, this holds for all subinstances 𝜙𝑖 with probability
1− 1

poly(𝑛) over the randomness of the noise.
Then, by Lemma 7.1.4, the SDP relaxation has a unique optimum which is the planted

assignment. Thus, we can identify the set of corrupted edges in each 𝜙𝑖 .

Step 3. So far we have identified, for ≥ 1− 𝜀′ fraction of all {(𝑢,𝐶,𝐶′) : 𝑢 ∈ [𝑝],𝐶 ∈ 𝐻(𝐿)𝑢 ,𝐶′ ∈
𝐻
(𝑅)
𝑢 }, the product 𝜉𝑢(𝐶) · 𝜉𝑢(𝐶′), where 𝜉𝑢(𝐶) = −1 if (𝑢,𝐶) is corrupted in 𝜓, and +1 otherwise.

Let 𝑃𝑢 ⊆ {(𝐶,𝐶′) : 𝐶 ∈ 𝐻(𝐿)𝑢 ,𝐶′ ∈ 𝐻(𝑅)𝑢 } be such pairs for each 𝑢 ∈ [𝑝], and let 𝑃 = ∪𝑢∈[𝑝]𝑃𝑢 . Note
that |𝑃 | ≥ (1− 𝜀′)𝑚2

4𝑝 and 𝑃 depends only on 𝐻 and not on the noise.

We then run Algorithm 7.4.8. By the assumption that 𝜏 ≤ 𝑐𝛾√
𝑘 log 𝑛

for a small enough 𝑐, we

have |𝐻𝑢 | = 𝑚
𝑝 ≥ 2⌊ 1

2𝜏2 ⌋ ≥ 24𝑘
(1−2𝜂)2 , which is the condition we need in Lemma 7.4.9. Thus, with

probability 1− 𝑛−𝑘 , Algorithm 7.4.8 outputs (1)𝒜1 ⊆ 𝐻 which only depends on 𝐻 and such that
|𝒜1 | ≤ 4𝜀′𝑚 = 𝜀𝑚, and (2) 𝒜2 ⊆ 𝐻, the set of corrupted constraints in 𝐻 \ 𝒜1. This completes
the proof of Lemma 7.3.2. □
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7.5 Notions of relative approximation

In this chapter, we have encountered several notions of relative graph approximations. Let 𝐺
be an 𝑛-vertex graph, and let 𝐻 be a random subgraph of 𝐺 by selecting each edge with a fixed
probability 𝜂 ∈ (0, 1). We are interested in the sufficient conditions on 𝐺 for each of the following
to hold with probability 1− 𝑜(1) (for some 𝛿 = 𝑜(1)):
(1) Relative cut approximation: 𝑥⊤𝐿𝐻𝑥 ≤ (1+ 𝛿)𝜂 · 𝑥⊤𝐿𝐺𝑥 for all 𝑥 ∈ {−1, 1}𝑛 .

(2) Relative SDP approximation: ⟨𝑋, 𝐿𝐻⟩ ≤ (1+ 𝛿)𝜂 · ⟨𝑋, 𝐿𝐺⟩ for all symmetric matrices 𝑋 ⪰ 0
with diag(𝑋) = I.

(3) Relative spectral approximation: 𝐿𝐻 ⪯ (1+ 𝛿)𝜂 · 𝐿𝐺.

Here, we only state one-sided inequalities, as solving noisy XOR requires only an upper bound
on 𝐿𝐻 . Note also that the above is in increasing order: relative spectral approximation implies
relative SDP approximation, which in turn implies relative cut approximation.

Recall from Lemma 7.1.3 that a lower bound on the min-cut of 𝐺 suffices for cut approximation
to hold, while Lemma 7.1.5 shows that lower bounds on the minimum degree and spectral gap of
𝐺 suffice for spectral approximation to hold. It is natural to wonder whether a min-cut lower
bound is sufficient for SDP approximation as well, since it allows us to efficiently recover the
planted assignment in a noisy planted 2-XOR via solving an SDP relaxation (see Lemma 7.1.4).
Unfortunately, there is a counterexample.

Separation of cut and SDP approximation. The example is the same graph that separates cut
and spectral approximation described in [ST11]. Let 𝑛 be even and 𝑘 = 𝑘(𝑛). Define 𝐺 = (𝑉 ,𝐸)
be a graph on 𝑁 = 𝑛𝑘 vertices where 𝑉 = {0, 1, . . . , 𝑛 − 1} × {1, . . . , 𝑘} and (𝑢, 𝑖), (𝑣, 𝑗) ∈ 𝑉 are
connected if 𝑣 = 𝑢 ± 1 mod 𝑛. Moreover, there is one additional edge 𝑒∗ between (0, 1) and
(𝑛/2, 1). In other words, 𝐺 consists of 𝑛 clusters of vertices of size 𝑘, where the clusters form a
ring with a complete bipartite graph between adjacent clusters, along with a special edge 𝑒∗ in
the middle.

Clearly, the minimum cut of 𝐺 is 2𝑘, which means that cut approximation holds. Essentially,
the special edge 𝑒∗ does not play a role here.

However, we will show that 𝑒∗ breaks SDP approximation. Define vector 𝑥0 ∈ R𝑉 such that
the (𝑢, 𝑖) entry is

𝑥0(𝑢, 𝑖) = min(𝑢, 𝑛 − 𝑢) ,

and vectors 𝑥1, . . . , 𝑥𝑛−1 to be cyclic shifts of 𝑥0: for 𝑤 ∈ {0, 1, . . . , 𝑛 − 1},

𝑥𝑤(𝑢, 𝑖) = 𝑥0(𝑢 −𝑤 (mod 𝑛), 𝑖) .

We note that 𝑥0 is the vector shown in [ST11] that breaks spectral approximation. We now show
that 𝑋 =

∑𝑛−1
𝑤=0 𝑥𝑤𝑥

⊤
𝑤 (scaled so that 𝑋 has all 1s on the diagonal) breaks SDP approximation.

First, it is easy to see that the diagonal entries of 𝑋 are all equal due to symmetry. Thus, for
some scaling 𝑐, 𝑐𝑋 ⪰ 0 and diag(𝑐𝑋) = I.

Observe that for 𝑤 ≤ 𝑛
2 − 1, 𝑥𝑤(0, 1) = 𝑤 and 𝑥𝑤( 𝑛2 , 1) = 𝑛

2 −𝑤. For 𝑤 ≥ 𝑛
2 , 𝑥𝑤(0, 1) = 𝑛 −𝑤
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and 𝑥𝑤( 𝑛2 , 1) = 𝑤 − 𝑛
2 . Thus, as 𝑥⊤𝑤𝐿𝑒∗𝑥𝑤 =

(
𝑥𝑤(0, 1) − 𝑥𝑤( 𝑛2 , 1)

)2,

⟨𝑋, 𝐿𝑒∗⟩ =
𝑛−1∑
𝑤=0

𝑥⊤𝑤𝐿𝑒∗𝑥𝑤 =

𝑛
2−1∑
𝑤=0

(𝑛
2
− 2𝑤

)2
+

𝑛−1∑
𝑤= 𝑛

2

(
3𝑛
2
− 2𝑤

)2

= Θ(𝑛3) .

On the other hand, 𝑥⊤𝑤𝐿𝐺\𝑒∗𝑥𝑤 = 𝑛𝑘2 for any 𝑤, thus ⟨𝑋, 𝐿𝐺\𝑒∗⟩ = 𝑛2𝑘2. This is 𝑜(𝑛3), i.e. domi-
nated by ⟨𝑋, 𝐿𝑒∗⟩, when 𝑘 = 𝑜(

√
𝑛). Since 𝑒∗ is selected in 𝐻 with probability 𝜂, we have that with

probability 𝜂,
⟨𝑋, 𝐿𝐻⟩ ≥ ⟨𝑋, 𝐿𝑒∗⟩ ≥ (1− 𝑜(1)) · ⟨𝑋, 𝐿𝐺⟩ ,

which violates the desired SDP approximation.

7.6 Hypergraph decomposition

In this section, we describe the hypergraph decomposition algorithm used in Section 7.3 (for the
proof of Theorem 5). This algorithm is nearly identical to the hypergraph decomposition step of
Section 5.2.

Algorithm 7.6.1.
Given: A semirandom (with noise 𝜂) 𝑘-XOR instance 𝜓 with constraint hypergraph 𝐻 over

𝑛 vertices, and a spread parameter 𝜏 ∈ (0, 1).
Output: For each 𝑡 = 2, . . . , 𝑘, a semirandom (with noise 𝜂) planted 𝜏-spread 𝑝(𝑡)-bipartite

𝑡-XOR instance 𝜓(𝑡) with constraint hypergraph {𝐻(𝑡)𝑢 }𝑢∈[𝑝(𝑡)], along with “discarded”
hyperedges 𝐻(1).

Operation:

1. Initialize: 𝜓(𝑡) to the empty instance, and 𝑝(𝑡) = 0 for 𝑡 = 2, . . . , 𝑘.
2. Fix violations greedily:

(a) Find a maximal nonempty violating 𝑄. That is, find 𝑄 ⊆ [𝑛] of size 1 ≤
|𝑄 | ≤ 𝑘 − 1 such that deg(𝑄) = |{𝐶 ∈ 𝐻 : 𝑄 ⊆ 𝐶}| > 1

𝜏2 max(1, 𝑛
𝑘
2−|𝑄 |), and

deg(𝑄′) ≤ 1
𝜏2 max(1, 𝑛

𝑘
2−|𝑄′ |) for all 𝑄′ ⊋ 𝑄.

(b) Let 𝑞 = |𝑄 |. Let 𝑢 = 1 + 𝑝(𝑘+1−𝑞) be a new “label”, and define 𝐻
(𝑘+1−𝑞)
𝑢

to be an arbitrary subset of {𝐶 \ 𝑄 : 𝐶 ∈ 𝐻,𝑄 ⊆ 𝐶} of size exactly 2 ·
⌊ 1

2𝜏2 max(1, 𝑛
𝑘
2−𝑞)⌋.

(c) Set 𝑝(𝑘+1−𝑞) ← 1+ 𝑝(𝑘+1−𝑞), and 𝐻 ← 𝐻 \𝐻(𝑘+1−𝑞)
𝑢 .

3. If no such 𝑄 exists, then put the remaining hyperedges in 𝐻(1).

Lemma 7.6.2. Algorithm 7.6.1 has the following guarantees:
(1) The runtime is 𝑛𝑂(𝑘),
(2) The number of “discarded” hyperedges is 𝑚(1) B |𝐻(1) | ≤ 1

𝑘𝜏2 𝑛
𝑘
2 ,

(3) For each 𝑡 ∈ {2, . . . , 𝑘} and 𝑢 ∈ [𝑝(𝑡)], |𝐻(𝑡)𝑢 | = 𝑚(𝑡)

𝑝(𝑡)
= 2⌊ 1

2𝜏2 max(1, 𝑛𝑡−
𝑘
2−1)⌋,

(4) For each 𝑡 = 2, . . . , 𝑘, the instance 𝜓(𝑡) is 𝜏-spread.
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Proof. The runtime of Algorithm 7.6.1 is obvious. We now argue that 𝑚(1) is small. By construc-
tion, 𝐻(1) is the set of remaining hyperedges when the inner loop terminates, and so we must
have deg({𝑖}) ≤ 1

𝜏2 max(1, 𝑛
𝑘
2−1) = 1

𝜏2 𝑛
𝑘
2−1 for every 𝑖 ∈ [𝑛]; here, deg only counts hyperedges

remaining in 𝐻. We then have
∑
𝑖∈[𝑛] deg({𝑖}) = 𝑘 |𝐻(1) |, as every 𝐶 ∈ 𝐻(1) is counted exactly 𝑘

times in the sum. Hence, 𝑚(1) ≤ 1
𝑘𝜏2 𝑛

𝑘
2 .

Next, for each 𝑡 ∈ {2, . . . , 𝑘}, by construction (Step (2b)) each 𝐻(𝑡)𝑢 has the same size, namely
2⌊ 1

2𝜏2 max(1, 𝑛𝑡−
𝑘
2−1)⌋. It then follows that 𝑚(𝑡) :=

∑
𝑢∈[𝑝(𝑡)] |𝐻

(𝑡)
𝑢 | = 𝑝(𝑡) · 2⌊ 1

2𝜏2 max(1, 𝑛𝑡−
𝑘
2−1)⌋, and

so |𝐻(𝑡)𝑢 | = 𝑚(𝑡)

𝑝(𝑡)
. We also note that 𝑚(𝑡)/𝑝(𝑡) is clearly even.

We now argue that for each 𝑡, the instance 𝜓(𝑡) is 𝜏-spread. From Definition 7.3.1, we need
to prove that for each 𝑢 ∈ [𝑝(𝑡)] and 𝑄 ⊆ [𝑛], deg𝑢(𝑄) ≤ 1

𝜏2 max(1, 𝑛
𝑘
2−1−|𝑄 |). To see this, let

𝑢 ∈ [𝑝(𝑡)], and let 𝑄𝑢 be the set “associated” with the label 𝑢, i.e., the set picked in Step (2a) of
Algorithm 7.6.1 when the label 𝑢 is added in Step (2b). Note that we must have |𝑄𝑢 | = 𝑘 + 1− 𝑡.
Let 𝐻′ denote the set of constraints in 𝐻 at the time when 𝑢 and 𝐻(𝑡)𝑢 is added to 𝜓(𝑡). Namely, we
have that for every 𝐶 ∈ 𝐻(𝑡)𝑢 , 𝑄𝑢 ∪𝐶 ∈ 𝐻′, and 𝑄𝑢 ,𝐶 are disjoint. Now, let 𝑅 ⊆ [𝑛] be a nonempty
set of size at most 𝑡 − 1. First, observe that if 𝑅 ∩𝑄𝑢 is nonempty, then we must have deg𝑢(𝑅) = 0
(this degree is in the hypergraph 𝐻(𝑡)𝑢 ). Indeed, this is because 𝐶 ∩𝑄𝑢 = ∅ for all 𝐶 ∈ 𝐻(𝑡)𝑢 . So,
we can assume that 𝑅 ∩𝑄𝑢 = ∅. Next, we see that deg𝑢(𝑅) ≤ deg𝐻′(𝑄𝑢 ∪ 𝑅) (where deg𝐻′ is the
degree in 𝐻′), as 𝑄𝑢 ∪ 𝐶 ∈ 𝐻′ for every 𝐶 ∈ 𝐻(𝑡)𝑢 . Because 𝑄𝑢 was maximal whenever it was
processed in our decomposition algorithm and 𝑄𝑢 ⊊ 𝑄𝑢 ∪ 𝑅 as 𝑅 is nonempty and 𝑅 ∩𝑄𝑢 = ∅, it
follows that

deg𝐻′(𝑄𝑢 ∪ 𝑅) ≤
1
𝜏2

max(1, 𝑛
𝑘
2−|𝑄𝑢∪𝑅 |) = 1

𝜏2
max(1, 𝑛

𝑘
2−|𝑄𝑢 |−|𝑅 |)

=
1
𝜏2

max(1, 𝑛𝑡−
𝑘
2−1−|𝑅 |) ≤ 1

𝜏2
max(1, 𝑛

𝑡
2−1−|𝑅 |) ,

where the last inequality follows because 𝑡 − 𝑘
2 − 1− |𝑅 | ≤ 𝑡

2 − 1− |𝑅 | always holds, as 𝑡 ≤ 𝑘.
Finally, when 𝑅 = ∅, we trivially have

deg𝑢(∅) =
���𝐻(𝑡)𝑢 ��� = 2

⌊
1

2𝜏2
max(1, 𝑛𝑡−

𝑘
2−1)

⌋
≤ 1

𝜏2
max(1, 𝑛𝑡−

𝑘
2−1) ≤ 1

𝜏2
max(1, 𝑛

𝑡
2−1) ,

where we use again that 𝑡 − 𝑘
2 ≤ 𝑡

2 as 𝑡 ≤ 𝑘. This finishes the proof. □

7.7 Theorem 5 when 𝑘 = 1

In this section, we state and prove a variant of Theorem 5 for the degenerate case of 𝑘 = 1. The
algorithm here is straightforward, and we include it only for completeness.
Lemma 7.7.1 (Algorithm for noisy 1-XOR). Let 𝜂 ∈ (0, 1/2) be a constant. Let 𝑛 ∈ N and 𝜀 ∈ (0, 1),
and let 𝑚 ≥ 𝑂(𝑛 log 𝑛/𝜀). There is a polynomial-time algorithm𝒜 that takes as input a 1-XOR instance
𝜓 with constraint hypergraph 𝐻 and outputs two disjoint sets 𝒜1(𝐻),𝒜2(𝜓) ⊆ 𝐻 with the following
guarantees: (1) for any instance 𝜓 with 𝑚 constraints, |𝒜1(𝐻)| ≤ 𝜀𝑚 and 𝒜1(𝐻) only depends on 𝐻,
and (2) for any 𝑥∗ ∈ {−1, 1}𝑛 and any 𝑘-uniform hypergraph 𝐻 with at least 𝑚 hyperedges, with high
probability over 𝜓← 𝜓(𝐻, 𝑥∗,𝜂), it holds that𝒜2(𝜓) = ℰ𝜓 ∩ (𝐻 \𝒜1(𝐻)).
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Proof. First, observe that a 1-XOR instance is a degenerate case where 𝐻 is a multiset of [𝑛] of size
𝑚. Let 𝑆 ⊆ [𝑛] denote the set of 𝑖 ∈ [𝑛] where 𝑖 appears in 𝐻 with multiplicity ≤ 𝑐 log 𝑛, where 𝑐
is a constant to be determined later. Let𝒜1(𝐻) denote 𝐻 ∩ 𝑆, i.e., the set of elements in 𝐻 that are
in 𝑆. We clearly have that |𝒜1(𝐻)| ≤ 𝑐𝑛 log 𝑛 ≤ 𝜀𝑚.

Now, let 𝑖 ∉ 𝑆. Observe that for each occurrence of 𝑖 in𝐻, we have a corresponding independent
right-hand side 𝑏 ∈ {−1, 1} where 𝑏 = 𝑥∗

𝑖
with probability 1 − 𝜂 and −𝑥∗

𝑖
with probability 𝜂.

Thus, by taking the majority, we can with high probability decode 𝑥∗
𝑖

and thus determine the
corrupted constraints. It thus remains to show that with probability ≥ 1− 1/poly(𝑛), the fraction
of corrupted right-hand sides for 𝑖 is < 1

2 . Indeed, by a Chernoff bound, with probability
≥ 1− exp(−2𝛿2𝑐 log 𝑛), it holds that the fraction of corrupted right-hand sides is at most (𝜂 + 𝛿).
By choosing 𝛿 = 1

2 (12 − 𝜂) and 𝑐 to be a sufficiently large constant, Lemma 7.7.1 follows. □
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Part II

Extremal Girth vs. Density Trade-Offs for
Hypergraphs
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Chapter 8

Background and Results

A very basic, well-studied problem in extremal combinatorics is to understand the length of the
shortest cycle in 𝑑-regular graph 𝐺. If 𝑑 ≥ 3, by computing the size of the ball of some radius
𝑟 around a vertex 𝑣 in 𝐺, one can show that 𝐺 must have a cycle of length 2 log𝑑−1 𝑛 + 2; this is
the well-known Moore bound for graphs. One can ask the same question more generally for
irregular graphs with average degree 𝑑, i.e., what is the extremal girth vs. density trade-off for
graphs? This question was resolved in the work of [AHL02], which extended the classical Moore
bound to the setting of irregular graphs.
Feige’s conjectured Moore bound for hypergraphs. In [Fei08], motivated by the refutation
witnesses established in [FKO06] (which is covered in detail in Section 4.1.2 in Part I of this
thesis), Feige made an elegant conjecture on the existence of even covers (hypergraph cycles) in
sufficiently dense hypergraphs. This conjecture can be interpreted as generalizing the classical
Moore bound to hypergraphs. Let us explain this conjecture below.
Definition 8.0.1 (Even covers and girth). For a 𝑘-uniform hypergraph 𝐻 on [𝑛], an even cover
(hypergraph cycle) of length 𝑟 is a collection of 𝑟 distinct hyperedges 𝐶1,𝐶2, . . . ,𝐶𝑟 in 𝐻 such that
every vertex in [𝑛] appears in an even number of 𝐶𝑖 ’s. The girth of 𝐻 is the length of the smallest
even cover in 𝐻.
Conjecture 8.0.2 (Feige’s conjecture, Conjecture 1.2 in [Fei08]). Every 𝑘-uniform hypergraph 𝐻 on

[𝑛] with 𝑚 ≥ 𝑚0 = 𝑂(𝑛)
(
𝑛
ℓ

) 𝑘
2−1 hyperedges has an even cover of length 𝑂(ℓ log 𝑛).

Conjecture 8.0.2 has implications beyond finding FKO certificates. For example, one can
identify the 𝑘-uniform hypergraph 𝐻 with its incidence matrix 𝐴 ∈ F𝑛×𝑚

2 that has 𝑘-sparse
columns; the girth of 𝐻 is the size of the smallest set of linearly dependent columns of 𝐴. By
viewing 𝐴 as the parity check matrix of a low-density parity check (LDPC) code, Conjecture 8.0.2
conjectures an extremal rate vs. distance trade-off for LDPC codes.

In this thesis, we prove Feige’s conjecture using Kikuchi matrices. This argument is a spectral
double counting argument that relates subexponential-time smoothed refutation algorithms and
the existence of even covers in hypergraphs. As explained in Section 4.1.2, as a corollary of our
proof of Conjecture 8.0.2, we show that there are efficiently verifiable witnesses of unsatisfiability
for smoothed instances of all 𝑘-CSPs with 𝑚 ∼ 𝑛𝑘/2−𝛿𝑘 constraints, for some constant 𝛿𝑘 , which is
polynomially smaller than the threshold at which efficient refutation algorithms exist even for
random 𝑘-CSPs.

A brief history of the conjecture. For 𝑘 = 2, an even cover is a 2-regular subgraph (and thus a
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union of cycles) in a graph, and thus the conjecture above reduces to the question of determining
the maximum girth (the length of the smallest cycle) in a graph with 𝑛 vertices and 𝑛𝑑/2 edges
for parameter 𝑑. As mentioned earlier, the best-known bound is due to [AHL02], which proved
that for every graph on 𝑛 vertices with 𝑛𝑑/2 edges for 𝑑 > 2, there is a cycle of length at
most 𝑐 log𝑑−1 𝑛 for 𝑐 ≤ 2. The best-known lower bound on the girth is 𝑐 log𝑑−1 𝑛 for 𝑐 ≥ 4/3
by Margulis [Mar88] and Lubotzky, Philips and Sarnak [LPS88] via explicit constructions of
Ramanujan graphs. Obtaining a tight bound on 𝑐 has been an outstanding open problem for the
last 3 decades.

As is typically the case for hypergraph Turán problems, much less is known for hypergraphs.
When 𝑘 even and ℓ = 𝑂(1), Naor and Verstraete [NV08] proved the conjecture. They were
motivated by the connection to the rate vs. distance trade-off for LDPC codes explained above.
In the more challenging case when 𝑘 is odd, the bounds for ℓ = 𝑂(1) case in [NV08] were
improved to essentially optimal ones in [Fei08]. For ℓ ≫ 1, the best previous bound for 3-uniform
hypergraphs is due to a simple argument of Alon and Feige [AF09] (Lemma 3.3), who proved
that every 3-uniform hypergraph with �̃�(𝑛2/ℓ ) hyperedges has an even cover of size ℓ (this
is off by ∼

√
𝑛 factor in 𝑚). For 3-uniform hypergraphs with 𝑚 ≫ 𝑛1.5+𝜖 (and the case when

𝑚 ≫ 𝑛𝑘/2 in general), [JHL+12] proved that there are even covers of size 𝑂(1/𝜖). Finally, Feige
and Wagner [FW16] proved some variants (“generalized girth problems”) in order to build tools
to approach this conjecture.

To summarize, prior to this thesis, the conjecture was known to be true only for ℓ = 𝑂(1). For
larger ℓ , the only approach was the combinatorial strategy introduced in [FW16]. In this thesis,
we prove Feige’s conjecture (up to log 𝑛 slack in 𝑚) via a new spectral double counting argument.
Theorem 6 (Feige’s conjecture is true). For every 𝑘 ∈ N and ℓ = ℓ (𝑛), every 𝑘-uniform hypergraph 𝐻
with 𝑚 ≥ 𝑚0 = 𝑛 · 2𝑂(𝑘)( 𝑛ℓ )

𝑘
2−1 · log2 𝑛 hyperedges has an even cover of size 𝑂(ℓ log 𝑛).

We note that the original version of this theorem proven in [GKM22] had a larger polylog(𝑛)
factor, which was improved in a follow-up work of [HKM23]. In this thesis, we include the
improvements of [HKM23] to the original proof in order to show the stronger result.

Our spectral double counting argument is heavily derived from our analysis for smoothed
refutation using our Kikuchi matrices. Indeed, our proof of Theorem 6 mirrors our steps in the
analysis of our refutation algorithm. In fact, in a precise sense (as we explain in Chapter 9), our
approach gives a tight connection between even covers in hypergraphs and simple cycles (and in
turn, the spectral norm of the corresponding adjacency matrix) in the “Kikuchi graph” built from
the hypergraph.
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Chapter 9

A Proof of the Hypergraph Moore Bound

In this chapter, we prove Feige’s conjecture (Theorem 6), that every 𝑘-uniform hypergraph with a
sufficient number of hyperedges has a short even cover.

We begin by defining even (multi)covers.
Definition 9.0.1 (Even (multi)covers). Let 𝐻 be a 𝑘-uniform hypergraph on [𝑛]. A set of distinct
hyperedges 𝐶1,𝐶2, . . . ,𝐶𝑟 ∈ 𝐻 is said to be an even cover of length 𝑟 in 𝐻 if every element 𝑗 ∈ [𝑛]
belongs to an even number of 𝐶𝑖’s; equivalently, ⊕𝑟

𝑖=1𝐶𝑖 = ∅. An even multicover in 𝐻 is exactly
the same except 𝐶1,𝐶2, . . . ,𝐶𝑟 ∈ 𝐻 need not be distinct. Even (multi)covers are defined similarly
for bipartite hypergraphs, using the hyperedges (𝑢,𝐶).

We note that if 𝐻 is not simple, i.e., 𝐻 is a multi-set, then 𝐻 trivially has an even cover of
length 2. Indeed, 𝐻 must contain distinct elements 𝐶1 and 𝐶2 that are equal as sets, and so
𝐶1 ⊕ 𝐶2 = ∅.

Analogous to the proof of Theorem 4.1.6 presented in Part I, we will first give a simple proof
of Theorem 6 when 𝑘 is even (Section 9.1), which will serve as a warmup to the full proof. Then,
we will prove the full theorem in Section 9.2, which has a substantially more technical proof.

9.1 Proof of Theorem 6 for even 𝑘

Let 𝐻 be a 𝑘-uniform hypergraph, and suppose that 𝐻 has 𝑚 ≥ Γ𝑘 · 𝑛
(
𝑛
ℓ

) 𝑘
2−1 log2 𝑛 hyperedges,

where Γ is an absolute constant. In Section 2.2, we gave an algorithm to certify that, for random
𝑏𝐶 ’s chosen in {−1, 1} independently for each 𝐶, the polynomial 𝜙(𝑥) = 1

𝑚

∑
𝐶∈𝐻 𝑏𝐶𝑥𝐶 satisfies

val(𝜙) ≤ 0.5 (we can set 0.5 to be any constant < 1).
We will now observe that if we assume that 𝐻 has no length 𝑂(ℓ log 𝑛) even cover, then a

near-identical proof implies that the same conclusion holds, namely that val(𝜙) ≤ 0.5, regardless
of the choice of 𝑏𝐶 ’s! This conclusion is absurd, as by setting 𝑏𝐶 = 1 for all 𝐶 ∈ 𝐻, we clearly
val(𝜙) = 1 > 0.5. Hence, we conclude that 𝐻 has a length 𝑂(ℓ log 𝑛) even cover.

We will present the argument below by choosing 𝑏𝐶 = 1 for all 𝐶, which suffices to prove
Theorem 6. We can also view this argument as spectral double counting argument: the choice of
𝑏𝐶 = 1 for all 𝐶 yields a lower bound on ∥�̃�∥2, where �̃� is the matrix from Section 2.2. We then
upper bound ∥�̃�∥2 using the fact that 𝐻 has no length 𝑂(ℓ log 𝑛) even cover.

Let us now present the full proof. We will assume familiarity with the notation and definitions
from Section 2.2. Recall that by Eq. (2.2), we have that �̃�2 ≥ 1

2 val(𝜙) = 1
2 . Hence, it suffices to
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show that when 𝐻 has no even cover, ∥�̃�∥2 < 1
2 . To show this, we will use the trace moment method.

Let 𝑟 = 𝑂(ℓ log 𝑛). Because �̃� is symmetric, we have that

∥�̃�∥2𝑟2 ≤ tr(𝐴2𝑟) = tr((𝑊−1/2𝐴𝑊−1/2)2𝑟) = tr((𝑊−1𝐴)2𝑟) .

We can view𝑊−1𝐴 as the (weighted) adjacency matrix of a graph, and so the quantity tr((𝑊−1𝐴)2𝑟)
counts weighted closed walks of length 2𝑟 in the graph.

The graph 𝑊−1𝐴 has an edge (𝑆,𝑇) with weight 1
Υ𝑆

if and only if 𝑆 ⊕ 𝑇 ∈ 𝐻. Thus, a closed
walk of length 2𝑟 is a sequence 𝑆0, 𝑆1, . . . , 𝑆2𝑟 such that 𝑆0 = 𝑆2𝑟 and 𝑆𝑖−1 ⊕ 𝑆𝑖 = 𝐶𝑖 ∈ 𝐻 for all
𝑖 ∈ [2𝑟]. It then follows that

∅ = 𝑆0 ⊕ 𝑆2𝑟 = (𝑆0 ⊕ 𝑆1) ⊕ (𝑆1 ⊕ 𝑆2) ⊕ · · · ⊕ (𝑆2𝑟−1 ⊕ 𝑆2𝑟) = 𝐶1 ⊕ · · · ⊕ 𝐶2𝑟 .

The critical observation: closed walks are even multicovers. We can thus make the following

critical observation: every closed walk in the Kikuchi graph 𝑊−1𝐴 corresponds to an even
multicover in 𝐻 — an even cover where a 𝐶 ∈ 𝐻 may be used multiple times. Furthermore,
because we assumed that 𝐻 has no even cover of length ≤ 2𝑟 = 𝑂(ℓ log 𝑛), it follows that
any closed walk must correspond to a trivial even multicover — an even multicover where each
hyperedge 𝐶 ∈ 𝐻 appears an even number of times. Indeed, for any closed walk, we can consider
its corresponding multicover, and try to “pair up” the hyperedges used in the closed walk. The
set of “unpaired” hyperedges in the walk clearly forms an even multicover and has no repeated
edges, i.e., it is an even cover, and it clearly has length ≤ 2𝑟. But, the hypergraph 𝐻 has no such
even cover, and so there can be no “unpaired” hyperedges.

To finish the proof, we will bound the total weight of all walks that correspond to trivial even
multicovers. We can encode the walk as follows.
(1) We choose the starting vertex 𝑆0 ∈

([𝑛]
ℓ

)
.

(2) We choose a bit 𝑧𝑖 ∈ {0, 1} where 𝑧𝑖 = 0 indicates that 𝐶𝑖 will be a “new” hyperedge that is
distinct from all 𝐶1, . . . ,𝐶𝑖−1, and 𝑧𝑖 = 1 indicates that 𝐶𝑖 will be an “old” hyperedge, i.e., it is
one of 𝐶1, . . . ,𝐶𝑖−1. We note that, as argued above, we must have at least 𝑟 “old” hyperedges.

(3) We construct the walk by choosing 𝐶1, . . . ,𝐶2𝑟 in order. On the 𝑖-th step, if 𝑧𝑖 = 0 then we
pick 𝐶𝑖 from one of the neighbors of 𝑆𝑖−1. If 𝑧𝑖 = 1, then we pick 𝐶𝑖 from 𝐶1, . . . ,𝐶𝑖−1 and set
𝑆𝑖 = 𝑆𝑖−1 ⊕ 𝐶𝑖 .

Note that it is possible that some choices will yield an invalid walk, i.e., we try to set 𝑆𝑖 = 𝑆𝑖−1 ⊕ 𝐶𝑖
but |𝑆𝑖 | ≠ ℓ . This is acceptable because we are overcounting the number of walks.

Let us now count the total weight of all walks. We pay 𝑁 · 22𝑟 to choose 𝑆0 and 𝑧1, . . . , 𝑧2𝑟 .
For a fixed choice of 𝑆0 and 𝑧1, . . . , 𝑧2𝑟 , we pay 1

𝑊𝑆𝑖−1
·Υ𝑆𝑖−1 on the 𝑖-th step if 𝑧𝑖 = 0, as 𝑆𝑖−1 has

Υ𝑆𝑖−1 neighbors (recall this is the definition of Υ𝑆), and the edge has weight 1
𝑊𝑆𝑖−1

. Note that
𝑊𝑆𝑖−1 ≥ Υ𝑆𝑖−1 , so this is at most 1. If 𝑧𝑖 = 1, then we pay at most 𝑟

𝑊𝑆𝑖−1
, as there are at most 𝑟

distinct hyperedges used in the entire walk. Because 𝑊𝑆𝑖−1 ≥ 𝑚𝐷/𝑁 , it then follows that we pay
at most 𝑁𝑟

𝑚𝐷 for each step, and we have set 𝑧𝑖 = 1 for at most 𝑟 choices of 𝑖. Hence, in total, we
have

tr((𝑊−1𝐴)2𝑟) ≤ 𝑁22𝑟
(
𝑁𝑟

𝑚𝐷

) 𝑟
.
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Recall that by Fact 3.6.1, 𝑁/𝐷 ∼ (𝑛/ℓ )𝑘/2, and so by our choice of 𝑚, it follows that 𝑁𝑟
𝑚𝐷 ≤ 𝜀, where

𝜀 is a small constant to be chosen later. Taking 2𝑟-th roots, we thus conclude that

∥�̃�∥2 ≤ 𝑂(
√
𝜀) .

Setting 𝜀 to be a sufficiently small constant then finishes the proof.

9.2 Proof of Theorem 6 for all 𝑘

We now prove Theorem 6 for all 𝑘, and in particular when 𝑘 is odd. Our proof closely mimics
the steps taken in Sections 5.2 to 5.4 on the way to obtaining an efficient refutation algorithm for
semirandom sparse multilinear polynomials. In the first step, we observe that without loss of
generality, we can assume that 𝐻 is a simple, 𝑝-bipartite, (𝜖, ℓ )-regular hypergraph for 𝜖 = 1/4.
Lemma 9.2.1 (Reduction to Simple, 𝑝-bipartite, (1/4, ℓ )-regular hypergraphs). Fix 𝑘, ℓ = ℓ (𝑛) ∈ N

with 2(𝑘 − 1) ≤ ℓ ≤ 𝑛. Suppose that for every 𝑝-bipartite, (1/4, ℓ )-regular, simple 𝑘-uniform hypergraph

𝐻 = {𝐻𝑢}𝑢∈[𝑝] with 𝑚 ≥ max{𝑐𝑘
(
𝑛
ℓ

) 𝑘−1
2

√
𝑝ℓ log2 𝑛, 16𝑝} hyperedges for some absolute constant 𝑐 and

|𝐻𝑢 | = 𝑚
𝑝 for all 𝑢, there exists an even cover in 𝐻 of length at most 𝑟. Then, every 𝑘-uniform hypergraph

𝐻 with 𝑚 ≥ Γ𝑘 · 𝑛
(
𝑛
ℓ

) 𝑘
2−1 log2 𝑛 hyperedges has an even cover of length at most 𝑟.

Proof. Let 𝐻 be an arbitrary 𝑘-uniform hypergraph. First, note that if 𝐻 is not simple, we are
immediately done since any pair of parallel hyperedges yields an even cover of size 2. We
thus assume that 𝐻 is simple. Apply the decomposition algorithm from Lemma 5.2.7 to 𝐻

to get bipartite hypergraphs 𝐻(1), . . . ,𝐻(𝑘); these hypergraphs must be simple, as 𝐻 was. As∑𝑘
𝑡=1 𝑚

(𝑡) = 𝑚, there must exist some 𝑡 with 1 ≤ 𝑡 ≤ 𝑘 such that 𝑚(𝑡) ≥ 𝑚/𝑘. As 𝑚(1) ≤ 𝜀𝑚/𝑘
always holds, we must have 𝑡 ≠ 1. The bound on 𝑚(𝑡)/𝑝(𝑡) in Lemma 5.2.7 implies that 𝑚(𝑡) ≥
𝑚/𝑘 ≥ max{𝑐𝑘

(
𝑛
ℓ

) 𝑘−1
2

√
𝑝(𝑡)ℓ log2 𝑛, 16𝑝(𝑡)}. Thus, the 𝑝(𝑡)-bipartite (1/4, ℓ )-regular hypergraph

𝐻(𝑡) must contain an even cover, say (𝑢1,𝐶1), . . . (𝑢𝑟′,𝐶𝑟′) for some 𝑟′ ≤ 𝑟. From Lemma 5.2.7, for
each 𝑢𝑖 , there is a 𝑄𝑖 such that each hyperedge (𝑢𝑖 ,𝐶𝑖) in 𝐻(𝑡) is a bipartite contraction of the
unique hyperedge (𝑄𝑖 ∪ 𝐶𝑖) in 𝐻. We then observe that (𝑄1 ∪ 𝐶1), . . . , (𝑄𝑟′ ∪ 𝐶𝑟′) is trivially an
even cover of length 𝑟′ ≤ 𝑟 in 𝐻, which finishes the proof. □

This brings us to the crux of the argument presented in the following lemma.
Lemma 9.2.2 (No even covers implies refutation for semirandom polynomials on regular bipartite
hypergraphs). Fix an odd 𝑘 ∈ N and ℓ = ℓ (𝑛)with 2(𝑘−1) ≤ ℓ ≤ 𝑛. Let𝐻 = {𝐻𝑢}𝑢∈[𝑝] be a 𝑝-bipartite

(1/4, ℓ )-regular simple 𝑘-uniform hypergraph with 𝑚 ≥ 𝑚0 = max(𝑐𝑘
(
𝑛
ℓ

) 𝑘−1
2

√
𝑝ℓ log2 𝑛, 16𝑝) hyper-

edges, where 𝑐 is an absolute constant, and |𝐻𝑢 | = 𝑚
𝑝 for all 𝑢. Let 𝜓 be the polynomial 1

𝑚

∑
𝑢∈[𝑝]

∑
𝐶∈𝐻𝑢 𝑏𝑢,𝐶𝑦𝑢𝑥𝐶

for arbitrary 𝑏𝑢,𝐶 ∈ {−1, 1}. Suppose that 𝐻 has no even covers of length ≤ 𝑂(ℓ log 𝑛). Then,
val(𝜓) ≤ 0.5.

Observe that this lemma has an absurd conclusion. Clearly, if one sets 𝑏𝑢,𝐶 = 1 for all 𝑢,𝐶,
then val(𝜓) is trivially 1: simply set 𝑥 = 1𝑛 and 𝑦 = 1𝑝 . Thus, this lemma immediately gives a
contradiction, in that 𝐻 must admit an even cover of length 𝑂(ℓ log 𝑛).

The reason we state the (somewhat absurd) lemma is because as we will see, our proof mimics
our refutation argument from Section 5.4 and shows that we can essentially carry out all the
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steps for arbitrary 𝑏𝑢,𝐶 ’s as long as we can assume that 𝐻 has no even covers of length 𝑂(ℓ log 𝑛).
Lemma 9.2.2 effectively captures this argument and, in our opinion, is the most enjoyable way to
present it.

It is easy to finish the proof of Theorem 6 assuming the Lemma 9.2.2.

Proof of Theorem 6. By Lemma 9.2.1, we can assume that𝐻 B ∪𝑢∈[𝑝]𝐻𝑢 is a (1/4, ℓ )-regular, simple,
𝑘-uniform bipartite hypergraph with 𝑝 ≤ 𝑛𝑘 partitions and 𝑚 ≥ 𝑚0 hyperedges.

Suppose for the sake of contradiction that the hypergraph 𝐻 has no even cover of length
𝑂(ℓ log 𝑛). We set 𝑏𝑢,𝐶 = 1 for every 𝑢,𝐶, and consider the polynomial 𝜓 = 1

|𝐻′ |
∑
𝑢∈[𝑝]

∑
𝐶∈𝐻𝑢 𝑏𝑢,𝐶𝑦𝑢𝑥𝐶

in 𝑥, 𝑦. Observe that by setting 𝑥 = 1𝑛 , 𝑦 = 1𝑝 , we obtain that val(𝜓) = 1. On the other hand,
applying Lemma 9.2.2 to 𝜓 yields that val(𝜓) ≤ 0.5. This is a contradiction, and so 𝐻 must have
an even cover of length ≤ 𝑂(ℓ log 𝑛). □

We now focus on the proof of Lemma 9.2.2.

9.2.1 Proof of Lemma 9.2.2

Our proof follows the exact same outline as in Section 5.4 for finding an efficient refutation
algorithm for the polynomial 𝜓. One important difference is that in this section, we will use the
argument to argue an upper bound on val(𝜓); we do not care about finding an efficient certificate
for a bound on val(𝜓) here.

The key observation that we use in this proof is that there is exactly one step of the proof
in Section 5.4 that uses the randomness of the coefficients 𝑏𝑢,𝐶 ’s – namely, Lemma 5.4.7. Our
proof in this section is exactly the same with the key innovation being an analog of Lemma 5.4.7
that works for arbitrary 𝑏𝑢,𝐶 ’s as long as 𝐻 has no 𝑂(ℓ log 𝑛)-length even cover. Indeed, as the hy-
pergraph 𝐻 satisfies the assumptions of Theorem 5.3.4, with this observation we immediately see
that in order to finish the proof, it suffices to show that the spectral norm bounds in Lemma 5.4.7
still hold. In what follows, we use the exact same notation and conventions as in Section 5.4.

Let 𝑓 be the polynomial obtained in Lemma 5.4.1 to the polynomial 𝜓. Let 𝐵 be the pruned
Kikuchi matrix (Definition 5.4.2 and Lemma 5.4.4) corresponding to the polynomial 𝑓 . Us-
ing Lemma 5.4.3 (and the fact that it holds for 𝐵 as well), we obtain that:

val(𝜓)2 ≤ 1
12
+ val( 𝑓 ) ≤ 1

12
+

𝑝

𝑚2𝐷
∥𝑊−1/2𝐵𝑊−1/2∥2 · tr(𝑊) ,

where we use that 12𝑝 ≤ 𝑚, and 𝑊 is the matrix defined in Lemma 5.4.7.1 Recall also that

𝐷 B
(𝑘−1
𝑘−1

2

)2 (2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
if 𝑘 is odd and 2

(𝑘−1
𝑘
2

) (𝑘−1
𝑘−2

2

) (2𝑛−2(𝑘−1)
ℓ−(𝑘−1)

)
if 𝑘 is even.

Then, following the steps in the proof of Section 5.4.4, all that remains to be shown is the
conclusion of Lemma 5.4.7 holds. In Section 5.4.4, we proved Lemma 5.4.7 by crucially exploiting
the randomness of 𝑏𝑢,𝐶 ’s. Here, the 𝑏𝑢,𝐶 ’s are allowed to be arbitrary. We nonetheless show that
the same conclusion holds if we additionally assume that 𝐻 has no small even cover. Formally,
we prove the following lemma.

1We note that this is the only other part where we deviate at all from the proof in Section 5.4; here, we now have
12𝑝 ≤ 𝑚 instead of 16𝑝 ≤ 𝑚 because we removed 4𝑝 edges; this is not important.
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Lemma 9.2.3 (Spectral Norm of 𝑊−1/2𝐵𝑊−1/2 when 𝐻 has no small even cover). Suppose that the
(1/4, ℓ )-regular 𝑝-bipartite simple 𝑘-uniform hypergraph 𝐻 associated to the polynomial 𝜓 has no even
cover of length ≤ 𝑐0ℓ log2 𝑛 for some large enough constant 𝑐0. Then, we have

∥𝑊−1/2𝐵𝑊−1/2∥2 ≤ 𝑂
(√

𝑝𝑁ℓ log 𝑛
𝑚2𝐷

+Δ
𝑝𝑁ℓ log 𝑛
𝑚2𝐷

)
.

Lemma 9.2.3 finishes the proof of Lemma 9.2.2. Indeed, via the identical calculation in
Section 5.4, it implies that ∥𝑊−1/2𝐵𝑊−1/2∥2 · tr(𝑊) ≤ 𝜀2 = 1

16 , and thus val(𝜙) ≤ 1
12 + 1

16 ≤ 1
3 , so

we are done.
It thus remains to prove Lemma 9.2.3.

Proof of Lemma 9.2.3. We will follow the proof of Lemma 5.4.7 that uses the trace method (Sec-
tion 5.4.4). We know that ∥𝑊−1/2𝐵𝑊−1/2∥2 ≤ tr((𝑊−1/2𝐵𝑊−1/2)2𝑟)1/2𝑟 = tr((𝑊−1𝐵)2𝑟)1/2𝑟 for every
𝑟 ∈ N. We prove Lemma 9.2.3 by upper bounding tr((𝑊−1𝐵)2𝑟) for some 𝑟 = 𝑂(ℓ log2 𝑛).

We remind the reader that the trace moment method is classically used in analyzing the
spectral norms of random matrices. In that setting, one bounds the expectation of tr((𝑊−1𝐵)2𝑟)
which is analyzed by understanding the terms on the expansion on the right-hand side above
that contribute a nonzero expectation often by utilizing inherent independence in the random
variables appearing as entries of the matrix 𝐵. In contrast, there is no randomness in the matrix
𝐵, and so we are not bounding the expectation. Instead, we will analyze the “contributing”
terms on the right-hand side by appealing to a crucial (and hitherto unobserved) property of the
contributing walks in the Kikuchi matrix. We stress that the analysis appearing below does (as in
fact any such analysis must!) strongly rely on the combinatorial structure of the support of the
nonzero entries in our Kikuchi matrix 𝐵 and cannot work for arbitrary matrices.

In fact, our key observation is to show that if 𝐻 has no short even covers, then our upper
bound on the expectation of tr((𝑊−1𝐵)2𝑟) in the semirandom setting (Proposition 5.4.14) still holds
for tr((𝑊−1𝐵)2𝑟), i.e., when the 𝑏𝑢,𝐶 ’s are arbitrary. Formally, we show the following.

Proposition 9.2.4. Suppose that the (1/4, ℓ )-regular 𝑝-bipartite simple 𝑘-uniform hypergraph 𝐻 asso-
ciated to the polynomial 𝜓 has no even cover of length ≤ 4𝑐0ℓ log2 𝑛 for some large enough constant 𝑐0.
Then, for 𝑟 ≤ 𝑐0ℓ log2 𝑛, it holds that

tr((𝑊−1𝐵)2𝑟) ≤
∑
𝑆∈(2𝑛ℓ )

∑
even walk sequences

(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) for 𝑆

wt(𝑆, (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)) .

We note (at the cost of repetition) that Proposition 9.2.4 holds regardless of the 𝑏𝑢,𝐶 ’s and is a
consequence of the combinatorial structure of the support of Kikuchi matrices.

We now finish the proof of Lemma 9.2.3 assuming Proposition 9.2.4. This is immediate given
the calculations in Section 5.4.4. By Lemma 5.4.15, we know that for each 𝑆, the total weight of

such sequences is at most (4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 (
2𝑚2𝐷
𝑝𝑁 + 𝑟Δ2

) 𝑟
. Hence,

∥𝑊−1/2𝐵𝑊−1/2∥2𝑟2 ≤ tr((𝑊−1𝐵)2𝑟) ≤ 𝑁(4𝑟)𝑟
(
𝑝𝑁

𝑚2𝐷

)2𝑟 (2𝑚2𝐷

𝑝𝑁
+ 𝑟Δ2

) 𝑟
.
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Setting 𝑟 = 𝑐0ℓ log2 𝑛 for 𝑐0 a sufficiently large constant, the above implies that

∥𝑊−1/2𝐵𝑊−1/2∥2 ≤ 𝑂
(√

𝑝𝑁𝑟

𝑚2𝐷
+ 𝑟Δ

𝑝𝑁

𝑚2𝐷

)
,

assuming that 𝐻 has no even cover of length ≤ 4𝑟 = 4𝑐0ℓ log2 𝑛. This finishes the proof, up to
Proposition 9.2.4. □

Proof of Proposition 9.2.4. We compute:

tr((𝑊−1𝐵)2𝑟) =
∑

(𝑢1,𝑆1),...,(𝑢2𝑟 ,𝑆2𝑟 )
E[

2𝑟∏
ℎ=1

1
𝑊𝑆ℎ−1

𝐵𝑢ℎ (𝑆ℎ−1, 𝑆ℎ)] , (9.1)

where we use the convention that 𝑢2𝑟+1 B 𝑢1 and 𝑆0 B 𝑆2𝑟 .
Observe that each term in (9.1), ignoring the weights from𝑊 , can contribute a value at most 1

since all 𝑏𝑢,𝐶 ’s are {±1} and 𝐻 is simple. Thus, the RHS of (9.1) is upper bounded by the total
weight of nonzero “walk” terms, i.e., the total weight of the terms in the sum in (9.1).

The central observation is the following lemma that observes a combinatorial property of
nonzero terms on the RHS in (9.1).

Claim 9.2.5 (nonzero terms are even multicovers). If the walk term corresponding to (𝑢1, 𝑆1, 𝑢2, 𝑆2, . . . , 𝑢2𝑟 , 𝑆2𝑟)
is nonzero, then for every ℎ ∈ [2𝑟], there exist 𝐶ℎ ≠ 𝐶′

ℎ
∈ 𝐻𝑢ℎ such that 𝑆ℎ+1 = 𝑆ℎ ⊕ 𝐶(1)ℎ ⊕ 𝐶

′
ℎ
(2).

Moreover,
⊕

ℎ≤2𝑟(𝑢ℎ ,𝐶ℎ) ⊕ (𝑢ℎ ,𝐶′
ℎ
) = ∅, i.e., {(𝑢ℎ ,𝐶ℎ), (𝑢ℎ ,𝐶′

ℎ
)}ℎ≤2𝑟 is an even multicover in 𝐻.

Proof. By definition of the Kikuchi matrix, the (unweighted) walk term equals∏
ℎ≤2𝑟

𝐵𝑢ℎ (𝑆ℎ−1, 𝑆ℎ) ≤
∏
ℎ≤2𝑟

1(𝑆ℎ−1
𝐶
(1)
ℎ

,𝐶′
ℎ
(2)

←→ 𝑆ℎ) ,

where for each ℎ, 𝐶ℎ ,𝐶′
ℎ
∈ 𝐻𝑢ℎ . Here, the inequality holds because 𝐵𝑢’s are the pruned matrices

(Lemma 5.4.4); we have equality if we used the 𝐴𝑢’s instead and included the coefficients 𝑏𝑢ℎ ,𝐶ℎ
and 𝑏𝑢ℎ ,𝐶′

ℎ
.

Clearly, if the term corresponding to (𝑢1, 𝑆1, 𝑢2, 𝑆2, . . . , 𝑢2𝑟 , 𝑆2𝑟) is nonzero then 1(𝑆ℎ−1
𝐶
(1)
ℎ

,𝐶′
ℎ
(2)

←→
𝑆ℎ) = 1 for every ℎ ≤ 2𝑟. Expanding the definition, this implies that 𝑆ℎ = 𝑆ℎ−1 ⊕ 𝐶(1)ℎ ⊕ 𝐶

′
ℎ
(2).

To show the “moreover”, we observe that by adding up all the aforementioned two equations,
we obtain:

2𝑟⊕
ℎ=1

𝑆ℎ =

2𝑟−1⊕
ℎ=0

𝑆ℎ ⊕
2𝑟⊕
ℎ=1

𝐶
(1)
ℎ
⊕ 𝐶′ℎ

(2) .

As 𝑆0 B 𝑆2𝑟 , canceling the 𝑆ℎ’s on both sides yields
⊕

ℎ≤2𝑟 𝐶
(1)
ℎ
⊕ 𝐶′

ℎ
(2)

= ∅. This then trivially
implies that

⊕
ℎ≤2𝑟 𝐶ℎ =

⊕
ℎ≤2𝑟 𝐶

′
ℎ
= ∅, and hence

⊕
ℎ≤2𝑟(𝑢ℎ ,𝐶ℎ) ⊕ (𝑢ℎ ,𝐶′

ℎ
) = ∅, as (𝑢ℎ ,𝐶ℎ) ⊕

(𝑢ℎ ,𝐶′
ℎ
) = 𝐶ℎ ⊕ 𝐶′ℎ . □

Observe that the even multicover {(𝑢ℎ ,𝐶ℎ), (𝑢ℎ ,𝐶′
ℎ
)}ℎ≤2𝑟 in Claim 9.2.5 need not be an even

cover as the (𝑢ℎ ,𝐶ℎ)’s need not be distinct. Indeed, the main punch of what follows is that when
there are no small even covers in 𝐻, then the (𝑢ℎ ,𝐶ℎ)’s must occur in pairs, i.e., each (𝑢ℎ ,𝐶ℎ)
appears an even number of times in the two multicovers obtained in Claim 9.2.5.
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Claim 9.2.6 (No short even cover implies short multicovers are unions of pairs). Suppose 𝐻 =

{𝐻𝑢}𝑢∈[𝑝] has no even cover of length ≤ 4𝑟. Then, if the walk term in (9.1) corresponding to
{𝑢ℎ , 𝑆ℎ ,𝐶ℎ ,𝐶′

ℎ
}ℎ≤2𝑟 is nonzero, then each (𝑢,𝐶) ∈ ∪𝑢∈[𝑝]𝐻𝑢 occurs an even number of times in

the multiset {(𝑢ℎ ,𝐶ℎ), (𝑢ℎ ,𝐶′
ℎ
)}ℎ≤2𝑟 . In particular, {(𝑢ℎ ,𝐶ℎ ,𝐶′

ℎ
)}ℎ≤2𝑟 is an even walk sequence for 𝑆0,

as defined in Definition 5.4.13.

Proof. From Claim 9.2.5,
⊕2𝑟

ℎ=1(𝑢ℎ ,𝐶ℎ) ⊕ (𝑢ℎ ,𝐶′
ℎ
) = ∅. Start from the multiset {(𝑢ℎ ,𝐶ℎ), (𝑢ℎ ,𝐶′

ℎ
)}ℎ≤2𝑟 ,

and remove pairs greedily until this is no longer possible. Observe that the symmetric difference
of the resulting set must also be empty since we removed sets in equal pairs. If at the end of this
process, we are left with a nonzero number of hyperedges, i.e., we assume that the conclusion
does not hold, then we have at most 4𝑟 distinct hyperedges whose symmetric difference is empty.
Thus, the remaining set must be an even cover of length ≤ 4𝑟 in 𝐻, which is a contradiction. □

Combining Claims 9.2.5 and 9.2.6, we thus see that the RHS of (9.1) is upper bounded by∑
𝑆

∑
even walk sequences

(𝑢1,𝐶1,𝐶′1),...,(𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟 ) for 𝑆

wt(𝑆, (𝑢1,𝐶1,𝐶′1), . . . , (𝑢2𝑟 ,𝐶2𝑟 ,𝐶′2𝑟)) ,

which finishes the proof of Proposition 9.2.4. □
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Part III

Lower Bounds for Locally Decodable and
Correctable Codes
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Chapter 10

Background and Results

A locally decodable code (LDC) is an error-correcting code that admits a local decoding algorithm
that can recover any symbol of the original message by reading only a small number of randomly
chosen symbols from the received corrupted codeword. A locally correctable code (LCC) is a
closely-related notion: a code is locally correctable if it admits a local correction (or self correction)
algorithm that can recover any symbol of the original codeword by reading only a small number
of randomly chosen symbols from the received corrupted codeword. More formally, we say
that a code 𝒞 : {0, 1}𝑘 → {0, 1}𝑛 is 𝑞-locally decodable (correctable) if for any codeword 𝑥, a
corruption 𝑦 of 𝑥, and input 𝑖 ∈ [𝑘] (𝑢 ∈ [𝑛]), the local decoding (correction) algorithm reads
at most 𝑞 symbols (typically a small constant such as 2 or 3) of 𝑦 and recovers the bit 𝑏𝑖 (𝑥𝑢)
with probability 1/2+ 𝜀 whenever Δ(𝑥, 𝑦) B |{𝑣 ∈ [𝑛] : 𝑥𝑣 ≠ 𝑦𝑣}| ≤ 𝛿𝑛, where 𝛿, the “distance”
of the code, and 𝜀, the decoding accuracy, are constants. Local correction is known to be the
stronger notion: any LCC can be turned into an LDC with only a small loss in parameters.1

The central two questions in the study of LDCs/LCCs are to (1) determine the smallest possible
blocklength 𝑛 as a function of the message length 𝑘 for a fixed number of queries 𝑞, and (2)
determine the relationship between local decoding and correction, i.e., determine if LDCs and
LCCs are equivalent, or if LDCs are strictly weaker than LCCs.

Though formalized later in [KT00], local decoding/correction was first introduced for pro-
gram checking [BK95], and early applications utilized that Reed–Muller codes are locally cor-
rectable via polynomial interpolation. Since then, LDCs/LCCs have been a mainstay in com-
plexity and algorithmic coding theory with a long array of applications. An abridged list
(the surveys [Tre04, Yek12, Dvi12] provide details) of applications includes sublinear algo-
rithms and property testing [RS96, BLR93], probabilistically checkable proofs [ALM+98, AS98],
IP=PSPACE [LFKN90, Sha90], worst-case to average-case reductions [BFNW93], constructions
of explicit rigid matrices [Dvi10], derandomization [DS05], data structures [Wol09, CGW10],
fault-tolerant computation [Rom06], secure multiparty computation [IK04], and 𝑡-private in-
formation retrieval protocols [IK99, BIW10]. The existence of LCCs turns out to have natural
connections to incidence geometry [Dvi12], additive combinatorics [BDL13], and the theory of
block designs [BIW10].

For any constant 𝑞 ∈ N, Reed–Muller codes (i.e., evaluations of (𝑞 − 1)-degree polynomials)

1See Fact 3.3.8.
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yield binary, linear2 𝑞-LCCs (and therefore also 𝑞-LDCs) with a blocklength 𝑛 ≤ 2𝑂(𝑘
1
𝑞−1 ). Given

their extensive applications and connections, finding LDCs/LCCs of smaller blocklength has
been a major project in theoretical computer science over the past three decades with some
remarkable successes over the years. For example, multiplicity codes [KSY14] significantly beat
the blocklength of Reed–Muller codes in the super-constant query regime. In the constant-query
regime, matching vector codes [Efr09, Yek08] give a construction of linear 3-LDCs with a strictly
subexponential (i.e., 𝑛 ≤ exp(exp(𝑂(

√
log 𝑘 log log 𝑘)))) blocklength; it is not known whether

or not these codes are locally correctable. To sidestep the difficulty of finding more efficient
LDCs/LCCs, the work of [BGH+04] introduced relaxed LCCs that soften the local correction
property and has seen exciting recent developments [GRR20, AS21, CGS20, KM24c, CY23]. These
successes notwithstanding, constructing better constant-query LDCs/LCCs has remained a major
open question (see, e.g., Chapter 8 in [Yek12]), and for constant 𝑞, Reed–Muller codes remain the
best-known construction of 𝑞-LCCs.

LDC and LCC lower bounds. The lack of progress on finding better constant-query LCCs has
motivated a long-investigated conjecture that Reed–Muller codes might be optimal constant query
LCCs. The work of [KW04, GKST06] essentially confirmed this conjecture for the “base case”
of 𝑞 = 2 by proving that 𝑛 ≥ 2Ω(𝑘) for any two-query LDC. This matches the construction of
Hadamard codes, which are 2-LCCs (and therefore also 2-LDCs) with 𝑛 = 2𝑘 . For 𝑞 ≥ 3, however,
the best-known lower bounds for LDCs/LCCs are substantially weaker, and in particular are
only a (small) polynomial in 𝑘: the works of [KW04, Woo07] prove that 𝑞-LDCs (and therefore
also 𝑞-LCCs) must have 𝑛 ≥ Ω̃(𝑘1/(1−1/⌈ 𝑞2 ⌉)), which is 𝑛 ≥ ˜Ω(𝑘2) in the case of 𝑞 = 3.3

Limitations of prior lower bound techniques for LCCs. Beyond the weakness in the quantitative
results, all the above lower bounds, when applied to LCCs, suffer from an important inherent
limitation — they also hold even for the weaker setting of locally decodable codes (LDCs). As we
mentioned above, there are subexponential length (and thus substantially beating Reed–Muller)
3-query binary, linear codes that are locally decodable [Yek08, Efr09]. Indeed, characterizing the
limitations of prior proof techniques and finding methods that could separate LCCs and LDCs
has itself been a major research goal. For example, Dvir, Gopi, Gu and Wigderson [DGGW19]
formalize the limitations of prior lower bound techniques for LCCs by showing that the “random
restriction” approach in [KT00] applies to a more general setting of “spanoids” where they are, in
fact, tight. On the other hand, to show a strong separation between LCCs and LDCs, Barkol, Ishai
and Weinreb [BIW10] build an approach for stronger LCC lower bounds via connections to the
well-studied Hamada conjecture ([Ham73], see lecture notes [Ton11]) and its generalizations in
the theory of block designs, while Dvir, Saraf and Wigderson [DSW14] develop new geometric
techniques to prove a slightly superquadratic lower bound for an appropriate formulation of
3-LCCs over the reals.

Connections to the Hamada Conjecture. As mentioned above, locally correctable codes have
a deep connection — first formalized by Barkol, Ishai and Weinreb [BIW10] — to the widely
open Hamada conjecture from the 1970s in combinatorial design theory (with deep connections

2A code is linear over a field F if the encoding map 𝒞 is an F-linear map.
3These lower bounds all hold for non-linear codes over small (i.e., polylog(𝑘)) size alphabets. A weaker polynomial

lower bound [KT00, IS18] is known to hold for linear codes over all fields and for the specific case of 𝑞 = 3, [Woo10]
shows a lower bound of Ω(𝑘2) for linear 3-LDCs over all fields.
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to coding theory, see [AK92] for a classical reference). For positive integers 𝑚, 𝑠,𝜆, a 2-(𝑚, 𝑠,𝜆)-
design is a collection ℬ ⊆ [𝑚] of subsets (called blocks) of size 𝑠, such that every pair of elements
in [𝑚] appears in exactly 𝜆 subsets in ℬ. For any prime 𝑝, the 𝑝-rank of a design ℬ is the rank,
over F𝑝 , of the incidence matrix of ℬ: the 0-1 matrix with rows labeled by elements of [𝑚], columns
labeled by elements of ℬ and an entry (𝑖, 𝐵) is 1 iff 𝐵 contains 𝑖. A central question in algebraic
design theory is understanding the smallest possible 𝑝-rank of a 2-(𝑚, 𝑠,𝜆)-design.

In [BIW10], the authors showed that given any 2-(𝑚, 𝑠,𝜆)-design 𝒟 of 𝑝-rank 𝑚 − 𝑘, the
dual subspace to the column space of the incidence matrix of 𝒟 yields a linear (𝑠 − 1)-query
locally correctable code on F𝑚

𝑝 of dimension 𝑘. In particular, applying this transformation to the
well-studied geometric designs yields the folklore construction of Reed–Muller locally correctable
codes discussed earlier. Specifically, the 3-query locally correctable binary code obtained from
Reed–Muller codes on F4 corresponds to a 2-(𝑛, 4, 1)-design over F2 (see Section 12.11).

In 1973, Hamada [Ham73] made a foundational conjecture (see [Jun11] for a recent survey) in
the area that states4 that affine geometric designs (i.e., duals to the Reed–Muller LCCs) minimize
the 𝑝-rank among all algebraic designs of the same parameters. Over the past few decades, the
conjecture has been confirmed in various special cases [HO75, DHV78, Tei80, Ton99] that all
correspond to 𝑠 ≤ 3 or 𝑠 = 𝑛 − 1. In particular, the case of 𝑠 = 4 (the setting of 3-LCCs) is widely
open. The connection between Hamada’s conjecture and LCC lower bounds was suggested
in [BIW10] as evidence for the difficulty of proving LCC lower bounds.

Summary. To summarize, for 2-LDCs/LCCs, the best-known construction is the Hadamard code,
which achieves 𝑛 = 2𝑘 and is a linear code, and the matching lower bound of 𝑛 ≥ 2Ω(𝑘) shown
in [KW04, GKST06] proves that this is optimal. For 3-LCCs, the best-known construction is the
Reed–Muller code, which achieves 𝑛 = 22

√
2𝑘 and additionally is a block design (and hence also

linear). For 3-LDCs, the best construction comes from the matching vector codes of [Yek08, Efr09],

which achieve 𝑛 = 22
√
𝑂(log 𝑘 log log 𝑘)

and are linear. For either 3-LDCs/LCCs, the best lower bound is
𝑛 ≥ Ω̃(𝑘2) [KW04].

More generally, there is an exponential gap between best-known constructions and lower
bounds for 𝑞-LCCs for 𝑞 ≥ 3 and a subexponential gap for 𝑞-LDCs. Furthermore, the best known
lower bound techniques for 𝑞-LCCs apply also to 𝑞-LDCs and thus provably cannot yield an
exponential lower bound, and showing better lower bounds for 𝑞-LCCs would yield better
bounds for the Hamada conjecture for block designs.

10.1 Our results

In this thesis, we prove a near-cubic lower bound of 𝑛 ≥ 𝑘3/polylog(𝑘) for 3-LDCs and an
exponential lower bound for 3-LCCs. Because there exist 3-LDCs of subexponential length, this
gives the first separation between 3-LCCs and 3-LDCs. No such separation was known for 𝑞-LDCs
and 𝑞-LCCs for any constant 𝑞 ≥ 3.5 For 3-LCCs, our lower bounds are (1) 𝑛 ≥ 2Ω(𝑘

1/5) for

4Hamada’s original conjecture is that affine geometric designs, or, dual codes to Reed–Muller codes, are the unique
optimal designs with the same parameters. This strong form has since then been disproved – there are non-affine
geometric designs that achieve the same (but not better!) parameters [Jun84, Kan94, LLT00, LLT01, LT02, JT09]. The
version of the problem we study here is called the weak version of Hamada conjecture.

5The work of [BGT17] shows a separation between 2-LCCs and 2-LDCs over poly(𝑛)-sized alphabets. For 2-LCCs
on small alphabets, a strong separation cannot exist. For example, on F2, the Hadamard code gives both an essentially
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general nonlinear 3-LCCs with “high completeness”, (2) 𝑛 ≥ 2Ω(𝑘
1/4) for linear 3-LCCs, and (3)

𝑛 ≥ 2(1−𝑜(1))
√
𝑘 for 3-LCCs that are designs. Because Reed–Muller codes give design 3-LCCs of

length 𝑛 ≤ 2
√

8𝑘 (see Section 12.11), this last result is tight up to a factor of
√

8 in the exponent,
and additionally proves Hamada’s conjecture for 2-(𝑛, 4, 1)-designs up to a factor of 8 in the
codimension.

Our main tool is a new connection between the existence of locally decodable/correctable
codes and refutation of instances of Boolean CSPs with limited randomness. This connection
is similar in spirit to the connection between PCPs and hardness of approximation for CSPs, in
which one produces a 𝑞-ary CSP from a PCP with a 𝑞-query verifier by adding, for each possible
query set of the verifier, a local constraint that asserts that the verifier accepts when it queries
this particular set. To refute the resulting CSP instance, our proof builds on the spectral analysis
of Kikuchi matrices employed in the work of [GKM22] (and the refined argument in [HKM23]),
which obtained strong refutation algorithms for semirandom and smoothed CSPs and proved
the hypergraph Moore bound conjectured by Feige [Fei08] up to a single logarithmic factor.

10.1.1 A near-cubic lower bound for 3-LDCs

In our first result, we show a near-cubic lower bound 𝑛 ≥ 𝑘3/polylog(𝑘) on the blocklength of any
3-query LDC. This improves on the previous best lower bound by a �̃�(𝑘) factor. More precisely,
we prove:
Theorem 7. Let 𝒞 : {0, 1}𝑘 → {0, 1}𝑛 be a code that is (3, 𝛿, 𝜀)-locally decodable. Then, it must hold that
𝑘3 ≤ 𝑛 ·𝑂((log6 𝑛)/𝜀32𝛿16). In particular, if 𝛿, 𝜀 are constants, then 𝑛 ≥ Ω(𝑘3/log6 𝑘).

We have not attempted to optimize the dependence on 𝜀 and 𝛿 in Theorem 7; for the specific
case of binary linear codes, one can obtain slightly better dependencies on log 𝑘, 𝜀, 𝛿, as we
show in Theorem 11.3.2 and Corollary 11.3.3. It is straightforward to extend Theorem 7 to
nonbinary alphabets with a polynomial loss in the alphabet size, and we do so in Theorem 11.2.2
in Section 11.2. Finally, using known relationships between locally correctable codes (LCCs) and
LDCs (Fact 3.3.8), Theorem 7 implies a similar lower bound for 3-query LCCs.

Up to polylog(𝑘) factors, the best known lower bound of 𝑛 ≥ 𝑘
𝑞+1
𝑞−1 /polylog(𝑘) for 𝑞-LDCs

for odd 𝑞 can be obtained by simply observing that a 𝑞-LDC is also a (𝑞 + 1)-LDC, and then
invoking the lower bound for (𝑞 + 1)-query LDCs. Our improvement for 𝑞 = 3 thus comes from
obtaining the same tradeoff with 𝑞 as in the case of even 𝑞, but now for 𝑞 = 3. Our proof does
not extend to odd 𝑞 ≥ 5; we briefly mention at the end of the proof overview in Chapter 11 the
place in the proof where the natural generalization fails. We leave proving a lower bound of

𝑛 ≥ 𝑘
𝑞
𝑞−2 /polylog(𝑘) for all odd 𝑞 ≥ 5 as an intriguing open problem, which we discuss in more

detail in Section 15.1.

10.1.2 Exponential lower bounds for 3-LCCs

In our second set of results, we prove an exponential lower bound for 3-LCCs. Our lower bounds
vary slightly depending on whether one is willing to assume that the LCC is linear, or a block
design. We note that the best-known constructions of LCCs and LDCs, namely Reed–Muller

optimal 2-LCC and 2-LDC.
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codes and matching vector codes, are F2-linear, and the best-known construction of 3-LCCs from
Reed–Muller codes is a block design (see Section 12.11).

Linear 3-LCCs. In our first result, we prove a lower bound of 𝑛 ≥ 2Ω(𝑘
1/4) for linear 3-LCCs.

Theorem 8. Let ℒ : F𝑘 → F𝑛 be a linear (3, 𝛿, 𝜀)-LCC. Then, 𝑛 ≥ 2Ω((𝛿
2𝑘/(|F|−1)2)1/4). In particular, if

ℒ : F𝑘
2 → F𝑛

2 is a (3, 𝛿, 𝜀)-LCC where 𝛿 is constant, then 𝑛 ≥ 2Ω(𝑘
1/4).

Theorem 8 first appeared in [KM24a] with an exponent of 1/8. This was subsequently
improved by [Yan24] to 1/4 by optimizing the technical “row pruning” step of the proof. In this
thesis, we incorporate the improvements of [Yan24] into our original proof to give the stronger
theorem and the simpler proof.

As stated earlier, Theorem 8 also yields the first separation between (linear) 3-LCCs and 3-LDCs.
In particular, Theorem 8 implies that matching vector codes that yield linear 3-LDCs over F2 of
subexponential blocklength, such as the codes in [Yek08, Efr09], cannot admit a local correction
algorithm, answering a question of Yekhanin (see Chapter 8 in [Yek12]).

Design 3-LCCs. In our second result, we prove a lower bound that is sharp up to a
√

8 factor in
the exponent on the blocklength of any binary linear 3-LCC where the local correction query sets
form a 2-(𝑛, 4, 1)-design. This is equivalent to asking for the hypergraph of local correction sets
𝐻𝑢 for correcting any bit 𝑥𝑢 of the codeword to be a perfect 3-uniform hypergraph matching and
that every pair of codewords bits appears in exactly 2 triples across all matchings.6 Specifically,
for such design 3-LCCs, we prove:

Theorem 9. Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a design 3-LCC. Then, 𝑛 ≥ 2(1−𝑜(1))
√
𝑘 . Here, the 𝑜(1)-factor is

𝑂(log 𝑘/
√
𝑘).

Reed–Muller codes, in particular, are design LCCs. In Section 12.11 we observe that the
folklore best-known construction of binary 3-query LCCs — obtained by projecting Reed–Muller
codes of degree-2 polynomials over F4 to F2 via the trace map — is a design 3-LCC with 𝑛 ≤ 2

√
8𝑘 ,

or equivalently, a 2-(𝑛, 4, 1) design of rank 𝑛 − 𝑘. Thus, the bound in Theorem 9 is tight up to
a factor of

√
8 in the exponent. As a direct corollary, we also confirm the Hamada conjecture for

2-(𝑛, 4, 1)-designs up to a factor of 8 in the co-dimension.

Nonlinear 3-LCCs. In final second result, we obtain improved lower bounds for smooth 3-LCCs
with high completeness. These codes may be non-linear and may have adaptive correction
algorithms.

A 3-LCC is said to be 𝛿-smooth if no codeword bit is queried with probability more than 1
𝛿𝑛 on

any particular invocation of the decoder. Introduced by Katz and Trevisan [KT00], smooth codes
provide a clean formalization of general locally correctable/decodable codes. We say that such
a code has completeness 1− 𝜖, if, when running the 𝛿-smooth local correction algorithm on an
uncorrupted codeword, the algorithm succeeds with probability at least 1− 𝜖. Recall that the usual
notion of completeness (e.g., in [KT00]) for LCCs is for an input with a 𝛿-fraction of corruptions.

6The reason that this is 2 instead of 𝜆 = 1 is because a 4-tuple (𝑢, 𝑣, 𝑠, 𝑡) yields 2 decoding triples, (𝑢, 𝑠, 𝑡) for 𝑣 and
(𝑣, 𝑠, 𝑡) for 𝑢, that contain the pair (𝑠, 𝑡).
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Our result shows that for any (1− 𝜖)-complete 𝛿-smooth code where 𝛿 is a constant, 𝑛 ≥ 𝑘𝑂(1/𝜖).
In particular, when 𝜖 ≤ 1/polylog(𝑛), we obtain a exponential lower bound on the block length,
and as 𝜀 approaches 0 the bound becomes 𝑛 ≥ 2Ω(𝑘

1/5).
Theorem 10. There is an absolute constant 𝛾 > 0 such that the following holds. Let 𝒞 : {0, 1}𝑘 → {0, 1}𝑛
be a 𝛿-smooth (possibly non-linear and adaptive) 3-LCC with completeness 1− 𝜀. Then for any 𝜂 ∈ (0, 1),
it holds that 𝑘 ≤ log(1/𝛿)

𝜂4𝛿3 ·𝑂(𝑛
1
𝑟 log5 𝑛), where 𝑟 = ⌊ 1−𝜂

2𝜀 ⌋.
In particular, if 𝛿 is a constant and 𝜀 = 0, then 𝑘 ≤ 𝑂(log5 𝑛), i.e., 𝑛 ≥ 2Ω(𝑘

1/5), and if 𝜀 > 0 is a small
constant and 1/(2𝜀) is not an integer, then taking 𝜂 = 1/log 𝑛 implies that 𝑘 ≤ �̃�(𝑛2𝜀), i.e., 𝑘 ≥ Ω̃(𝑘 1

2𝜀 ).
As we shall discuss towards at the end of this section, Theorem 10 implies a lower bound for

general (3, 𝛿, 𝜀)-LCCs that beats the best-known 𝑛 ≥ Ω̃(𝑘3) lower bound (Theorem 7, [AGKM23])
by a polynomial factor when 𝜀 is a small constant. Moreover, in the case of near-perfect com-
pleteness, our result above obtains the first exponential lower bound for (possibly adaptive and
non-linear) smooth 3-LCCs.

Smooth vs. general LCCs. Smooth LCCs (Definition 3.3.6) were defined in the work of [KT00],
motivated by their connection to general LCCs (Definition 3.3.5). A simple reduction in [KT00]
shows that any (3, 𝛿, 1− 𝜀)-LCC, i.e., an LCC with distance 𝛿 and completeness 1− 𝜀, can be turned
into a (3, 𝛿/3, 1− 𝜀)-smooth LCC, i.e., a 𝛿/3-smooth 3-LCC with completeness 1− 𝜀. Conversely,
any (3, 𝛿, 1− 𝜀)-smooth LCC is a (3,𝜂𝛿, 1− 𝜀 − 𝜂)-LCC for any 𝜂 > 0 (see Remark 3.3.7).

Thus, when 𝜀 is a small constant, Theorem 10 implies a lower bound for general (3, 𝛿, 1− 𝜀)-
LCCs that beats the prior best 𝑛 ≥ Ω̃(𝑘3) lower bound (Theorem 7, [AGKM23]) by a polynomial
factor.

However, in the setting of perfect completeness (and 𝜀 = 𝑜(1)more generally), the comparison
between smooth LCCs and general LCCs begins to break down. This is because, for a general
LCC, 𝛿 is the fraction of errors one can tolerate while still decoding correctly with probability
1− 𝜀; the parameters 𝛿 and 𝜀 are coupled! In particular, it is likely not possible to simultaneously
have 𝜀 = 𝑜(1), 𝛿 = 𝑂(1) and 𝑞 = 𝑂(1). On the other hand, for a smooth LCC, 𝛿 is the smoothness
parameter, and 1− 𝜀 is the probability that the decoder succeeds on an uncorrupted codeword. Thus,
for smooth codes, it is perfectly sensible to set 𝛿 = 𝑂(1), 𝜀 = 0, and 𝑞 = 𝑂(1).

In retrospect, the definition of LCCs inherently couples 𝛿 and the completeness 𝜀, whereas
for smooth codes these parameters become independent. In particular, a smooth code allows us
to seamlessly trade off between the fraction of errors 𝜂𝛿 tolerated and the success probability
1− 𝜀 − 𝜂 of the decoder in the presence of this fraction of errors. For this reason, a smooth code is
a stronger object, but also perhaps a more natural one.

Indeed, in some important applications of LDCs/LCCs, smooth LDCs/LCCs are the right
notion to consider. For example, a perfectly smooth (𝑞, 1, 1 − 𝜀)-smooth LDC gives a 𝑞-server
information-theoretically secure private information retrieval scheme with completeness 1− 𝜀.

The subtle definitional issues above did not affect prior lower bound (or upper bound)
techniques. Indeed, known constructions of 𝑞-LDCs and LCCs are perfectly smooth and satisfy
perfect completeness, i.e., (𝑞, 1, 1)-smooth LDCs/LCCs, and the lower bound techniques of [KT00,
KW04, AGKM23] succeed for smooth LDCs/LCCs even with low completeness.

Concurrent work. In concurrent work, [AG24] builds on [KM24a, Yan24] and proves an 𝑛 ≥
2Ω(
√
𝑘/log 𝑘) lower bound for all linear 3-LCCs over F2, improving on the 2Ω(𝑘

1/4) shown in [Yan24],
and their result can be extended to linear 3-LCCs over any small field F of characteristic 2. This is
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incomparable to Theorem 8, as the lower bound is stronger but it requires that the field F has
characteristic 2. It is also incomparable to Theorem 9, as it proves a weaker (and possibly not
tight) lower bound, as compared to the sharp statement in Theorem 9, but it applies for all linear
3-LCCs over F2, not just design 3-LCCs. The work of [AG24] does not prove any lower bound
for nonlinear codes.
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Chapter 11

A Near-Cubic Lower Bound for 3-Query
Locally Decodable Codes

In this chapter, we will prove Theorem 7, our improved lower bound for 3-LDCs.
Setup. We follow the proof strategy and setup that we introduced in Section 2.3. Namely, we
define a 3-XOR instance corresponding to the normal LDC decoder. By Definition 3.3.2, the
3-XOR instance we define has a high value, i.e., there is an assignment to the variables satisfying a
nontrivial fraction of the constraints. To finish the proof, we show that if 𝑛 ≪ 𝑘3, then the 3-XOR
instance must have small value, which is a contradiction.

By Fact 3.3.3, in order to show that 𝑘3 ≤ 𝑛 · 𝑂(log6 𝑛)
𝜀32𝛿16 , it suffices for us to show that for any

code 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 that is (3, 𝛿, 𝜀)-normally decodable, it holds that 𝑘3 ≤ 𝑛 · 𝑂(log6 𝑛)
𝜀16𝛿16 . As

𝒞 is (3, 𝛿, 𝜀)-normally decodable, this implies that there are 3-uniform hypergraph matchings
𝐻1, . . . ,𝐻𝑘 satisfying the property in Definition 3.3.2. Let 𝑚 B

∑𝑘
𝑖=1 |𝐻𝑖 | be the total number of

hyperedges in the hypergraph 𝐻 B ∪𝑘
𝑖=1𝐻𝑖 .

We define the relevant family of 3-XOR instances below.

The Key 3-XOR Instances

For each 𝑏 ∈ {−1, 1}𝑘 , we define the 3-XOR instance Ψ𝑏 , where:
(1) The variables are 𝑥1, . . . , 𝑥𝑛 ∈ {−1, 1},
(2) The constraints are, for each 𝑖 ∈ [𝑘] and 𝐶 ∈ 𝐻𝑖 ,

∏
𝑣∈𝐶 𝑥𝑣 = 𝑏𝑖 .

We associate an instance Ψ𝑏 with the polynomial Ψ𝑏(𝑥) B 1
𝑚

∑𝑘
𝑖=1 𝑏𝑖

∑
𝐶∈𝐻𝑖

∏
𝑣∈𝐶 𝑥𝑣 , and

define val(Ψ𝑏) B max𝑥∈{−1,1}𝑛 Ψ𝑏(𝑥). We note that the maximum fraction of constraints in
the 3-XOR instance Ψ𝑏 satisfied by any assignment 𝑥 is 1

2 + 1
2 val(Ψ𝑏).

We first observe that Definition 3.3.2 immediately implies that every 3-XOR instance Ψ𝑏 in the
above family (indexed by 𝑏 ∈ {−1, 1}𝑘) must have a non-trivially large value. Formally, we have
that

E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≥ E𝑏←{−1,1}𝑘 [Ψ𝑏(𝒞(𝑏))] ≥ 2𝜀 , (11.1)

where the first inequality is by definition of val(·), and the second inequality uses Definition 3.3.2,
as for each constraint 𝐶 ∈ 𝐻𝑖 for some 𝑖, the encoding 𝒞(𝑏) of 𝑏 satisfies this constraint with
probability 1

2 + 𝜀 for a random 𝑏.
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Overview: refuting the XOR instances. To finish the proof, it thus suffices to argue that
E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] is small. We would like to do this using Kikuchi matrices, similar to those
defined in Definition 2.3.2. However, when 𝑞 = 3, or more generally when 𝑞 is odd, the matrices
𝐴𝑖 defined in Definition 2.3.2 are no longer meaningful, as the condition 𝑆 ⊕ 𝑇 = 𝐶 is never
satisfied. A naive attempt to salvage the above approach is to simply allow the columns of 𝐴𝑖
to be indexed by sets of size ℓ + 1, rather than ℓ . However, this asymmetry in the matrix causes
the spectral certificate to obtain a worse dependence in terms of 𝑞, leading to a final bound of
𝑘 ≤ 𝑛1−2/(𝑞+1)𝑂(log 𝑛), the same as the current state-of-the-art lower bound for odd 𝑞. This is
precisely the issue that in general makes refuting 𝑞-XOR instances for odd 𝑞 technically more
challenging than even 𝑞. The asymmetric matrix effectively pretends that 𝑞 is 𝑞 + 1, and thus
obtains the “wrong” dependence on 𝑞.

Instead, our main idea is to transform a 3-LDC into a 4-XOR instance and then use an appro-
priate Kikuchi matrix to find a refutation for the resulting 4-XOR instance. The transformation
works as follows. We randomly partition [𝑘] into two sets, 𝐿,𝑅, and fix 𝑏 𝑗 = 1 for all 𝑗 ∈ 𝑅. Then,
for each intersecting pair of constraints 𝐶𝑖 ,𝐶 𝑗 that intersect with 𝐶𝑖 ∈ 𝐻𝑖 , 𝑖 ∈ 𝐿, 𝐶 𝑗 ∈ 𝐻𝑗 , 𝑗 ∈ 𝑅, we
add the derived constraint 𝐶𝑖 ⊕ 𝐶 𝑗 to our new 4-XOR instance, with right-hand side 𝑏𝑖 .1 Because
the 3-XOR instance has high value, by the Cauchy-Schwarz inequality the 4-XOR instance also has
high value. Moreover, the 4-XOR instance has ∼ 𝑘2𝑛 constraints, as a typical 𝑣 ∈ [𝑛] participates
in ∼ 𝑘 hyperedges in ∪𝑘

𝑖=1𝐻𝑖 , and hence can be “canceled” to form 𝑘2 derived constraints.
We can then apply the Kikuchi matrix method and CSP refutation machinery to try to refute

this 4-XOR instance. However, because each 𝐻′
𝑖

is no longer a matching, the resulting Kikuchi
matrices (which, recall, are “zeroed out” versions of the original matrices in Definition 2.1.1)
may have very few nonzero entries. Namely, the analogue of Lemma 2.3.3 does not necessarily
hold. However, it does hold if we assume that any pair 𝑝 = (𝑢, 𝑣) of vertices appears in at most
polylog(𝑛) hyperedges in the original 3-uniform hypergraph ∪𝑘

𝑖=1𝐻𝑖 . If we make this assumption,
then we can prove that 𝑛 ≥ 𝑘3/polylog(𝑘). We note that a recent work [BCG20] managed to
reprove that 𝑛 ≥ 𝑘2/polylog(𝑘) under a similar assumption about pairs of vertices.

Thus, the final step of the proof is to remove the assumption by showing that no pair of
vertices can appear in too many hyperedges. Suppose that we do have many “heavy” pairs
𝑝 = (𝑢, 𝑣) that appear in ≫ log 𝑛 clauses in the original 3-uniform hypergraph 𝐻 B ∪𝑘

𝑖=1𝐻𝑖 .
Now, we transform the 3-XOR instance into a bipartite 2-XOR instance ([AGK21, GKM22]) by
replacing each heavy pair 𝑝 with a new variable 𝑦𝑝 . That is, the 3-XOR clause 𝐶 = (𝑢, 𝑣,𝑤) in 𝐻𝑖

now becomes the 2-XOR clause (𝑝,𝑤), where 𝑝 is a new variable. In other words, the constraint
𝑥𝑢𝑥𝑣𝑥𝑤 = 𝑏𝑖 is replaced by 𝑦𝑝𝑥𝑤 = 𝑏𝑖 . Each clause in the bipartite 2-XOR instance now uses one
variable from the set of heavy pairs, and one from the original set of variables [𝑛]. We then show
that if there are too many heavy pairs, then this instance has a sufficient number of constraints in
order to be refuted, and is thus not satisfiable, which is again a contradiction.

Finally, we note that for larger odd 𝑞 ≥ 5, the proof showing that there not too many heavy
pairs breaks down, and this is what prevents us from generalizing Theorem 7 to all odd 𝑞.

Formally, the argument to bound E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] proceeds in two steps:
(1) Decomposition: First, we take any pair 𝑄 = {𝑢, 𝑣} of vertices that appears in ≫ log 𝑛 of

the hyperedges in 𝐻 B ∪𝑘
𝑖=1𝐻𝑖 , and we replace this pair with a new variable 𝑦𝑄 in all the

1If |𝐶𝑖 ∩ 𝐶 𝑗 | = 2, then the derived constraint is a 2-XOR constraint, not 4-XOR. This is a minor technical issue that
can be circumvented easily, so we will ignore it for the proof overview.
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constraints containing this pair. This process decomposes the 3-XOR instance into a bipartite
2-XOR instance ([AGK21, GKM22]), and a residual 3-XOR instance where every pair of
variables appears in at most 𝑂(log 𝑛) constraints.

(2) Refutation: We then produce a “strong refutation” for each of the bipartite 2-XOR and the
residual 3-XOR instances that shows that the average value of the instance over the draw
of 𝑏 ← {−1, 1}𝑘 is small. This implies that each of the two instances produced and thus the
original 3-XOR instance has a small expected value and finishes the proof.

The decomposition and refuting the XOR instances. We now formally define the decomposition
process. We recall a notion of degree in hypergraphs that turns out to be useful in our argument
(similar to the analysis in Section 5.2).
Definition 11.0.1 (Degree). Let 𝐻 be a 𝑞-uniform hypergraph on 𝑛 vertices, and let 𝑄 ⊆ [𝑛]. The
degree of 𝑄, deg𝐻(𝑄), is the number of 𝐶 ∈ 𝐻 with 𝑄 ⊆ 𝐶.
Lemma 11.0.2 (Hypergraph Decomposition). Let 𝐻1, . . . ,𝐻𝑘 be 3-uniform hypergraphs on 𝑛 vertices,
and let 𝐻 B ∪𝑘

𝑖=1𝐻𝑖 . Let 𝑑 ∈ N be a threshold. Let 𝑃 B {{𝑢, 𝑣} : deg𝐻({𝑢, 𝑣}) > 𝑑}. Then, there are
3-uniform hypergraphs 𝐻′1, . . . ,𝐻′

𝑘
and bipartite graphs 𝐺1, . . . ,𝐺𝑘 , with the following properties.

(1) Each 𝐺𝑖 is a bipartite graph with left vertices [𝑛] and right vertices 𝑃.
(2) Each 𝐻′

𝑖
is a subset of 𝐻𝑖 .

(3) For each 𝑖 ∈ [𝑘], there is a one-to-one correspondence between hyperedges 𝐶 ∈ 𝐻𝑖 \𝐻′𝑖 and edges 𝑒 in
𝐺𝑖 , given by 𝑒 = (𝑤, {𝑢, 𝑣}) ↦→ 𝐶 = {𝑢, 𝑣,𝑤}.

(4) Let 𝐻′ B ∪𝑘
𝑖=1𝐻

′
𝑖
. Then, for any 𝑢 ≠ 𝑣 ∈ [𝑛], it holds that deg𝐻′({𝑢, 𝑣}) ≤ 𝑑.

(5) If 𝐻𝑖 is a matching, then 𝐻′
𝑖

and 𝐺𝑖 are also matchings.
The proof of Lemma 11.0.2 is simple, and is given in Section 11.0.1.
Given the decomposition, the two main steps in our refutation are captured in the following

two lemmas, which handle the 2-XOR and 3-XOR instances, respectively.
Lemma 11.0.3 (2-XOR refutation). Fix 𝑛 ∈ N and 𝑘 ≤ 𝑛. Let 𝐺1, . . . ,𝐺𝑘 be bipartite matchings with
left vertices [𝑛] and a right vertex set 𝑃 of size |𝑃 | ≤ 𝑛𝑘/𝑑 for some 𝑑 ∈ N. For 𝑏 ∈ {−1, 1}𝑘 , let 𝑔𝑏(𝑥, 𝑦)
be a homogeneous quadratic polynomial defined by

𝑔𝑏(𝑥, 𝑦) B
𝑘∑
𝑖=1

𝑏𝑖

∑
𝑒={𝑣,𝑝}∈𝐺𝑖 :𝑣∈[𝑛],𝑝∈𝑃

𝑥𝑣𝑦𝑝 ,

and let val(𝑔𝑏) B max𝑥∈{−1,1}𝑛 ,𝑦∈{−1,1}𝑃 𝑔𝑏(𝑥, 𝑦). Then, E𝑏←{−1,1}𝑘 [val(𝑔𝑏)] ≤ 𝑂(𝑛𝑘
√
(log 𝑛)/𝑑).

Lemma 11.0.4 (3-XOR refutation). Let 𝐻1, . . . ,𝐻𝑘 be 3-uniform hypergraph matchings on 𝑛 ver-
tices, and let 𝐻 B ∪𝑘

𝑖=1𝐻𝑖 . Suppose that for any {𝑢, 𝑣} ⊆ [𝑛], deg𝐻({𝑢, 𝑣}) ≤ 𝑑. Let 𝑓𝑏(𝑥) B∑𝑘
𝑖=1 𝑏𝑖

∑
𝐶∈𝐻𝑖

∏
𝑣∈𝐶 𝑥𝑣 . Then, it holds that

E𝑏←{−1,1}𝑘 [val( 𝑓𝑏)] ≤ 𝑛
√
𝑘𝑑 ·𝑂

(
(𝑛𝑘)1/8 log1/4 𝑛

)
.

We prove Lemma 11.0.3 in Section 11.0.2, and we prove Lemma 11.0.4 in Section 11.1.
With the above ingredients, we can now finish the proof of Theorem 7.

Proof of Theorem 7. Applying Lemma 11.0.2 with 𝑑 = 𝑂((log 𝑛)/𝜀2𝛿2) for a sufficiently large
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constant, we decompose the instance Ψ𝑏 into 2-XOR and 3-XOR subinstances.2 Note that as
𝑚 ≤ 𝑛𝑘, we will have |𝑃 | ≤ 𝑚/𝑑 ≤ 𝑛𝑘/𝑑. We have that 𝑚 val(Ψ𝑏) ≤ val( 𝑓𝑏) + val(𝑔𝑏) because
of the one-to-one correspondence property in Lemma 11.0.2. We also note that 𝑚 ≥ 𝛿𝑛𝑘, as
|𝐻𝑖 | ≥ 𝛿𝑛 for each 𝑖. By Lemma 11.0.3 and by taking the constant in the choice of 𝑑 sufficiently
large, we can ensure that E𝑏←{−1,1}𝑘 [val(𝑔𝑏)] ≤ 𝜀𝛿𝑛𝑘/3. Hence, by Eq. (11.1) and Lemma 11.0.4,
we have

2𝜀𝛿𝑛𝑘 ≤ 2𝜀𝑚 ≤ 𝑚E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≤ E𝑏←{−1,1}𝑘 [val( 𝑓𝑏) + val(𝑔𝑏)]

≤ 𝜀𝛿𝑛𝑘
3
+ 𝑛
√
𝑘 ·𝑂(

√
log 𝑛)/(𝜀𝛿) · (𝑛𝑘)1/8 log1/4 𝑛

=⇒ 𝜀2𝛿2
√
𝑘 ≤ 𝑂(

√
log 𝑛) · (𝑛𝑘)1/8 log1/4 𝑛

=⇒ 𝑘3 ≤ 𝑛 ·𝑂(log6 𝑛)/(𝜀16𝛿16) .

We thus conclude that 𝑘3 ≤ 𝑛 ·𝑂
(

log6 𝑛

𝜀16𝛿16

)
, which finishes the proof. □

11.0.1 Hypergraph decomposition: proof of Lemma 11.0.2

We prove Lemma 11.0.2 by analyzing the following greedy algorithm.

Algorithm 11.0.5.
Given: 3-uniform hypergraphs 𝐻1, . . . ,𝐻𝑘 .
Output: 3-uniform hypergraphs 𝐻′1, . . . ,𝐻′

𝑘
and bipartite graphs 𝐺1, . . . ,𝐺𝑘 .

Operation:
1. Initialize: 𝐻′

𝑖
= 𝐻𝑖 for all 𝑖 ∈ [𝑘], 𝑃 = {{𝑢, 𝑣} : deg𝐻′({𝑢, 𝑣}) > 𝑑}, where

𝐻′ = ∪𝑖∈[𝑘]𝐻′𝑖 .
2. While 𝑃 is nonempty:

(1) Choose 𝑝 = {𝑢, 𝑣} ∈ 𝑃 arbitrarily.
(2) For each 𝑖 ∈ [𝑘], 𝐶 ∈ 𝐻′

𝑖
with 𝑝 ∈ 𝐶, remove 𝐶 from 𝐻′

𝑖
, and add the edge

(𝐶 \ 𝑝, 𝑝) to 𝐺𝑖 .
(3) Recompute 𝑃 = {{𝑢, 𝑣} : deg𝐻′({𝑢, 𝑣}) > 𝑑}.

3. Output 𝐻′1, . . . ,𝐻′
𝑘
, 𝐺1, . . . ,𝐺𝑘 .

Indeed, properties (1), (2) and (5) in Lemma 11.0.2 trivially hold. Property (4) holds because
otherwise the algorithm would not have terminated, as the set 𝑃 would still be nonempty.
Property (3) holds because each hyperedge 𝐶 ∈ 𝐻𝑖 starts in 𝐻′

𝑖
, and is either removed exactly

once and added to 𝐺𝑖 as (𝐶 \ 𝑝, 𝑝), or remains in 𝐻′
𝑖

for the entire operation of the algorithm. This
finishes the proof.

11.0.2 Refuting the 2-XOR instance: proof of Lemma 11.0.3

We now prove Lemma 11.0.3. We do this as follows. For each 𝑒 = {𝑣, 𝑝}, with 𝑣 ∈ [𝑛], 𝑝 ∈ 𝑃,
define the matrix 𝐴(𝑒) ∈ R𝑛×𝑃 , where 𝐴(𝑒)(𝑣′, 𝑝′) = 1 if 𝑣′ = 𝑣 and 𝑝′ = 𝑝, and 0 otherwise. Let

2We remark that it is possible that one (but not both!) of the 2-XOR or 3-XOR subinstances has very few constraints,
or even no constraints at all. This is not a problem, however, as then the upper bound on the value of the instance
shown in corresponding lemma (either Lemma 11.0.3 or Lemma 11.0.4) becomes trivial.
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𝐴𝑖 B
∑
𝑒∈𝐺𝑖 𝐴

(𝑒), the bipartite adjacency matrix of 𝐺𝑖 . Finally, let 𝐴 B
∑𝑘
𝑖=1 𝑏𝑖𝐴𝑖 .

First, we observe that val(𝑔𝑏) ≤
√
𝑛 |𝑃 |∥𝐴∥2. Indeed, this is because for any 𝑥 ∈ {−1, 1}𝑛 , 𝑦 ∈

{−1, 1}𝑃 , we have 𝑔𝑏(𝑥, 𝑦) = 𝑥⊤𝐴𝑦 ≤ ∥𝑥∥2∥𝑦∥2∥𝐴∥2 =
√
𝑛 |𝑃 |∥𝐴∥2. Thus, in order to bound

E𝑏←{−1,1}𝑘 [val(𝑔𝑏)], it suffices to bound E𝑏[∥𝐴∥2].
We use Fact 3.4.2 to bound E[∥𝐴∥2]. Indeed, we observe that ∥𝐴𝑖 ∥2 ≤ 1 for each 𝑖, as each

row/column of 𝐴𝑖 has at most one nonzero entry of magnitude 1 because each 𝐺𝑖 is a matching.
Thus, max(∥∑𝑘

𝑖=1 𝐴𝑖𝐴
⊤
𝑖
∥, ∥∑𝑘

𝑖=1 𝐴
⊤
𝑖
𝐴𝑖 ∥) ≤ 𝑘. As the 𝑏𝑖’s are i.i.d. from {−1, 1}, by Fact 3.4.2

we have that E[∥𝐴∥2] ≤ 𝑂(
√
𝑘 log 𝑛). It thus follows that E[val(𝑔𝑏)] ≤

√
𝑛 |𝑃 |𝑂(

√
𝑘 log 𝑛) ≤

𝑂(𝑛𝑘
√
(log 𝑛)/𝑑).

11.1 Refuting the 3-XOR instance: proof of Lemma 11.0.4

In this section, we will omit the subscript and write 𝑓 instead of 𝑓𝑏 . We will also let 𝑚 B |𝐻 | =∑𝑘
𝑖=1 |𝐻𝑖 |.

For a vertex 𝑢 ∈ [𝑛] and a subset 𝐶 ∈
([𝑛]

2

)
, we will use the notation (𝑢,𝐶) to denote the set

{𝑢} ∪ 𝐶. We will assume that 𝑘 ≤ 𝑛/𝑐 for some sufficiently large absolute constant 𝑐. This is
without loss of generality, as otherwise we can partition 𝑘 into at most 𝑐 disjoint blocks of size
≤ 𝑛/𝑐, and refute each of these subinstances separately.

The main idea is inspired by the “Cauchy-Schwarz” trick in the context of refuting odd-arity
XOR instances. Specifically, we will construct a 4-XOR instance by “canceling” out every 𝑥𝑢 that
appears in two different clauses. Concretely, include every element in [𝑘] into one of two sets
𝐿,𝑅 uniformly at random. Then, for any (𝑢,𝐶) ∈ 𝐻𝑖 with 𝑖 ∈ 𝐿 and (𝑢,𝐶′) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, we
construct the “derived clause” 𝐶 ⊕ 𝐶′ by XOR-ing both sides of the two constraints. We then
relate the value of the instance with such derived constraints to the original 3-XOR instance and
produce a spectral refutation for the derived instance via an appropriate subexponential-sized
matrix. This will show that the expected value of the derived instance, over the randomness of
the 𝑏𝑖’s, is small, and complete the proof.

Relating the derived 4-XOR to the original 3-XOR. First, let (𝐿,𝑅) be a partition of [𝑘] into two
sets of equal size 𝑘/2. Let 𝑓𝐿,𝑅(𝑥) be the following polynomial:

𝑓𝐿,𝑅(𝑥) B
∑
𝑖∈𝐿
𝑗∈𝑅

∑
𝑢∈[𝑛]

∑
(𝑢,𝐶)∈𝐻𝑖
(𝑢,𝐶′)∈𝐻𝑗

𝑏𝑖𝑏 𝑗𝑥𝐶𝑥𝐶′ ,

where 𝑥𝐶 is defined as
∏

𝑣∈𝐶 𝑥𝑣 . We note that because the 𝐻𝑖 ’s are matchings, after fixing 𝑖, 𝑗, and
𝑢, there is at most one pair (𝐶,𝐶′) in the inner sum. Informally speaking, only working with
clauses derived across the partition allows us to “preserve” ∼ 𝑘 independent bits of randomness
in the right-hand sides of the 4-XOR instance while eliminating nontrivial correlations. This is
crucial in eventually applying the Matrix Khintchine inequality to produce a spectral refutation.

The following lemma relates val( 𝑓𝐿,𝑅) to val( 𝑓 ).
Lemma 11.1.1 (Cauchy-Schwarz Trick). Let 𝑓 be as in Lemma 11.0.4 and let 𝐿,𝑅 ⊆ [𝑘] be constructed
by including every element in [𝑘] to be in 𝐿 with probability 1/2 independently and defining 𝑅 = [𝑘] \ 𝐿.
Then, it holds that 9 · val( 𝑓 )2 ≤ 3𝑛𝑚 + 4𝑛E(𝐿,𝑅) val( 𝑓𝐿,𝑅). In particular, E𝑏∈{−1,1}𝑘 [9 · val( 𝑓 )2] ≤
3𝑛𝑚 + 4𝑛E(𝐿,𝑅)E𝑏∈{−1,1}𝑘 [val( 𝑓𝐿,𝑅)].
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Proof. Fix any assignment to 𝑥 ∈ {−1, 1}𝑛 . We have that

(3 𝑓 (𝑥))2 =
©«
∑
𝑢∈[𝑛]

𝑥𝑢

∑
𝑖∈[𝑘]

∑
(𝑢,𝐶)∈𝐻𝑖

𝑏𝑖𝑥𝐶
ª®¬

2

≤ ©«
∑
𝑢∈[𝑛]

𝑥2
𝑢
ª®¬
©«
∑
𝑢∈[𝑛]

©«
∑
𝑖∈[𝑘]

∑
(𝑢,𝐶)∈𝐻𝑖

𝑏𝑖𝑥𝐶
ª®¬

2ª®®¬
= 𝑛

∑
𝑢∈[𝑛]

∑
𝑖,𝑗∈[𝑘]

∑
(𝑢,𝐶)∈𝐻𝑖
(𝑢,𝐶′)∈𝐻𝑗

𝑏𝑖𝑏 𝑗𝑥𝐶𝑥𝐶′ = 𝑛

©«
3
∑
𝑖∈[𝑘]
|𝐻𝑖 | +

∑
𝑢∈[𝑛]

∑
𝑖,𝑗∈[𝑘],𝑖≠𝑗

∑
(𝑢,𝐶)∈𝐻𝑖
(𝑢,𝐶′)∈𝐻𝑗

𝑏𝑖𝑏 𝑗𝑥𝐶𝑥𝐶′

ª®®®®¬
= 3𝑛𝑚 + 4𝑛 ·E(𝐿,𝑅) 𝑓𝐿,𝑅(𝑥) ,

where the first equality is because there are 3 ways to decompose a set 𝐶𝑖 ∈ 𝐻𝑖 with |𝐶𝑖 | = 3
into a pair (𝑢,𝐶), the inequality follows by the Cauchy-Schwarz inequality, and the last equality
follows because for a pair of hypergraphs 𝐻𝑖 and 𝐻𝑗 , we have 𝑖 ∈ 𝐿 and 𝑗 ∈ 𝑅 with probability
1/4. Finally, max𝑥∈{−1,1}𝑛 E(𝐿,𝑅) 𝑓𝐿,𝑅(𝑥) ≤ E(𝐿,𝑅)max𝑥∈{−1,1}𝑛 𝑓𝐿,𝑅(𝑥) = E(𝐿,𝑅) val( 𝑓𝐿,𝑅). Thus, we
have that 9 · val( 𝑓 )2 ≤ 3𝑛𝑚 + 4𝑛 ·E(𝐿,𝑅) val( 𝑓𝐿,𝑅). □

11.1.1 Bounding val( 𝑓𝐿,𝑅) using CSP refutation

It remains to bound E𝑏∈{−1,1}𝑘 val( 𝑓𝐿,𝑅) for each choice of partition (𝐿,𝑅). We will do this by
introducing a matrix 𝐵 for each 𝑏 ∈ {−1, 1}𝑘 and partition (𝐿,𝑅), and then we will relate val 𝑓𝐿,𝑅 to
∥𝐵∥2. Note that 𝐵 will depend on the choice of 𝑏 and the partition (𝐿,𝑅). Then, we will bound
E𝑏∈{−1,1}𝑘 [∥𝐵∥2].

To define the matrix 𝐵, we introduce the following definitions.
Definition 11.1.2. Let 𝑢 ∈ [𝑛] be a vertex. We let 𝑢(1) and 𝑢(2) denote the elements (𝑢, 1) and (𝑢, 2)
of [𝑛] × [2], i.e., if we think of [𝑛] × [2] as two copies of [𝑛], then 𝑢(1) is the first copy and 𝑢(2)

is the second one. We use similar notation for sets, so if 𝐶 ⊆ [𝑛], then 𝐶(1) and 𝐶(2) denote the
subsets of [𝑛] × [2] defined as 𝐶(𝑏) = {(𝑖, 𝑏) : 𝑖 ∈ 𝐶} for 𝑏 ∈ [2].
Definition 11.1.3 (Half clauses). For 𝑖 ∈ 𝐿, 𝑗 ∈ 𝑅, we define the set 𝑃𝑖,𝑗 of “half clauses” to consist
of all pairs (𝑣(1),𝑤(2)) such that there exist clauses (𝑢,𝐶) ∈ 𝐻𝑖 , (𝑢,𝐶′) ∈ 𝐻𝑗 where 𝑣 ∈ 𝐶 and
𝑤 ∈ 𝐶′.

We let 𝑃𝑖 B ∪𝑗∈𝑅𝑃𝑖,𝑗 .
Our matrix is easiest to define in two steps. We first define a matrix 𝐴. Then, we will specify

some modifications to 𝐴 that yield the final matrix 𝐵.

Definition 11.1.4 (Our initial Kikuchi matrix). Let ℓ B (
√
𝑛/𝑘)/𝑐 for some sufficiently large

constant 𝑐,3 and let 𝑁 B
(2𝑛
ℓ

)
. For any two sets 𝑆,𝑇 ⊆ [𝑛] × [2] and sets 𝐶,𝐶′ ∈

([𝑛]
2

)
, we say that

𝑆
𝐶,𝐶′↔ 𝑇 if
1. 𝑆 ⊕ 𝑇 = 𝐶(1) ⊕ 𝐶′(2),
2. |𝑆 ∩ 𝐶(1) | = |𝑆 ∩ 𝐶′(2) | = |𝑇 ∩ 𝐶(1) | = |𝑇 ∩ 𝐶′(2) | = 1.

Note that 𝐶(1) ⊕ 𝐶′(2) = 𝐶(1) ∪ 𝐶′(2), as 𝐶(1) and 𝐶′(2) are disjoint by construction.

3We note that the matrix is only well-defined if ℓ ≥ 2, but this holds because we assumed that 𝑘 ≤ 𝑛/𝑐′ for some
sufficiently large absolute constant 𝑐′. This is the only place where we will use this assumption.
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For each 𝑖 ∈ 𝐿 and 𝐶,𝐶′ ∈
([𝑛]

2

)
, define the 𝑁 ×𝑁 matrix 𝐴(𝑖,𝐶,𝐶′), indexed by sets 𝑆 ⊆ [𝑛] × [2]

of size ℓ , by setting 𝐴(𝑖,𝐶,𝐶′)(𝑆,𝑇) = 1 if (1) 𝑆
𝐶,𝐶′↔ 𝑇, and (2) each of 𝑆 and 𝑇 contains at most one

half clause from 𝑃𝑖 . Otherwise, we set 𝐴(𝑖,𝐶,𝐶′)(𝑆,𝑇) = 0.
Finally, we let

𝐴𝑖,𝑗 B
∑
𝑢∈[𝑛]

∑
(𝑢,𝐶)∈𝐻𝑖 ,(𝑢,𝐶′)∈𝐻𝑗

𝐴(𝑖,𝐶,𝐶′), 𝐴𝑖 B
∑
𝑗∈𝑅

𝑏 𝑗𝐴𝑖,𝑗 , and 𝐴 B
∑
𝑖∈𝐿

𝑏𝑖𝐴𝑖 .

Remark 11.1.5. For a fixed choice of (𝑢,𝐶) ∈ 𝐻𝑖 , (𝑢,𝐶′) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, the matrix 𝐴(𝑖,𝐶,𝐶′) has
exactly 4

(2𝑛−4
ℓ−2

)
nonzero entries, if we ignore the additional condition that 𝑆 and 𝑇 each contain at

most one half clause from 𝑃𝑖 . Indeed, this is because 𝑆
𝐶,𝐶′↔ 𝑇 if and only if 𝑆 and 𝑇 each contain

one entry of 𝐶 and 𝐶′ (2 choices per clause), and the remaining part of 𝑆 and 𝑇 is the same set
𝑄 ⊆ [𝑛] × [2] \ (𝐶(1) ⊕ 𝐶′(2)) of size ℓ − 2 (which has

(2𝑛−4
ℓ−2

)
choices).

We note that this fact is the reason for using subsets of [𝑛] × [2] rather than just [𝑛]. If we used
subsets of [𝑛] only, the number of nonzero entries in 𝐴(𝑖,𝐶,𝐶′) would depend on |𝐶 ⊕ 𝐶′ |, whereas
with subsets of [𝑛] × [2]we always have |𝐶(1) ⊕ 𝐶′(2) | = 4.

Observe that if 𝑆
𝐶,𝐶′↔ 𝑇, then 𝑆 and 𝑇 each contain at least one half clause from 𝑃𝑖 , namely

coming from (𝐶,𝐶′). Thus, the additional condition on 𝑆 and 𝑇 is that they contain no other half
clauses. As we shall show below, this additional condition implies that 𝐴𝑖 has at most 2𝑑 nonzero
entries per row and thus ∥𝐴𝑖 ∥2 ≤ 2𝑑, where 𝑑 is the parameter in the statement of Lemma 11.0.4,
without meaningfully affecting the number of nonzero entries in each of the 𝐴(𝑖,𝐶,𝐶′)’s. We note
that without this condition, one can show that ∥𝐴𝑖 ∥2 ≥ Ω(ℓ ), which is large.
Lemma 11.1.6 (Nonzero entry bound). For 𝑖 ∈ 𝐿, let 𝐴𝑖 be defined as in Definition 11.1.4. Then, 𝐴𝑖
has at most 2𝑑 nonzero entries per row/column.

We postpone the proof of Lemma 11.1.6 to Section 11.1.3, and now continue with the proof.
The following lemma shows that the number of nonzero entries in 𝐴(𝑖,𝐶,𝐶′) is at least 2

(2𝑛−4
ℓ−2

)
,

i.e., half of 4
(2𝑛−4
ℓ−2

)
; thus, the additional condition only decreases the number of nonzero entries by

a factor of 2 per derived constraint. The factor of 2 is not important and is chosen for convenience,
and determines the constant 𝑐 in the parameter ℓ .
Lemma 11.1.7 (Counting nonzero entries). For some (𝑢,𝐶) ∈ 𝐻𝑖 and (𝑢,𝐶′) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, let
𝐴(𝑖,𝐶,𝐶′) be as in Definition 11.1.4. Then, the number of nonzero entries in 𝐴(𝑖,𝐶,𝐶′) is at least 2

(2𝑛−4
ℓ−2

)
.

We postpone the proof of Lemma 11.1.7 to Section 11.1.2, and now continue with the proof.
We obtain the final matrix 𝐵 by, for each 𝐵(𝑖,𝐶,𝐶′), zero-ing out entries of 𝐴(𝑖,𝐶,𝐶′) until it has

exactly 2
(2𝑛−4
ℓ−2

)
nonzero entries. This is identical to the “equalizing step” of the edge deletion

process in [HKM23].
Definition 11.1.8 (Our final Kikuchi matrix). For each 𝑖 ∈ 𝐿 and each pair of clauses (𝑢,𝐶) ∈ 𝐻𝑖

and (𝑢,𝐶′) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, let 𝐵(𝑖,𝐶,𝐶′) be the matrix obtained from 𝐴(𝑖,𝐶,𝐶′) by arbitrarily zero-ing
out entries of 𝐴(𝑖,𝐶,𝐶′) until the resulting matrix has exactly 𝐷 B 2

(2𝑛−4
ℓ−2

)
nonzero entries.

We let

𝐵𝑖,𝑗 B
∑
𝑢∈[𝑛]

∑
(𝑢,𝐶)∈𝐻𝑖 ,(𝑢,𝐶′)∈𝐻𝑗

𝐵(𝑖,𝐶,𝐶′), 𝐵𝑖 B
∑
𝑗∈𝑅

𝑏 𝑗𝐵𝑖,𝑗 , and 𝐴 B
∑
𝑖∈𝐿

𝑏𝑖𝐵𝑖 .
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We are now ready to finish the proof. First, we relate ∥𝐵∥2 to val( 𝑓𝐿,𝑅). Fix an assignment 𝑥 ∈
{−1, 1}𝑛 , and let 𝑧 ∈ {−1, 1}𝑁 be defined as 𝑧𝑆 B

∏
𝑢∈𝑆1

𝑥𝑢
∏

𝑣∈𝑆2
𝑥𝑣 for 𝑆 = 𝑆

(1)
1 ∪ 𝑆

(2)
2 ⊆ [𝑛] × [2]

satisfying |𝑆 | = ℓ .
We observe that 𝐷 · 𝑓𝐿,𝑅(𝑥) = 𝑧⊤𝐵𝑧. This is because:

(1) For 𝑆,𝑇 ⊆ [𝑛] × [2]with 𝑆 ⊕ 𝑇 = 𝐶(1) ⊕ 𝐶′(2), we have
𝑧𝑆𝑧𝑇 =

∏
𝑢∈𝑆1

𝑥𝑢
∏

𝑣∈𝑆2
𝑥𝑣

∏
𝑢′∈𝑇1

𝑥𝑢
∏

𝑣′∈𝑇2
𝑥𝑣 =

∏
𝑢∈𝑆1⊕𝑇1

𝑥𝑢
∏

𝑣∈𝑆2⊕𝑇2
𝑥𝑣 =

∏
𝑢∈𝐶 𝑥𝑢

∏
𝑣∈𝐶′ 𝑥𝑣 ,

(2) For a pair of clauses (𝑢,𝐶) ∈ 𝐻𝑖 and (𝑢,𝐶′) ∈ 𝐻𝑗 with 𝑖 ∈ 𝐿 and 𝑗 ∈ 𝑅, there are exactly
𝐷 = 2

(2𝑛−4
ℓ−2

)
nonzero entries (𝑆,𝑇) of 𝐵(𝑖,𝐶,𝐶′), and these entries have 𝑆 ⊕ 𝑇 = 𝐶(1) ⊕ 𝐶′(2),

which implies that 𝑧⊤𝐵(𝑖,𝐶,𝐶′)𝑧 = 𝐷𝑥𝐶𝑥𝐶′. Hence,

𝑧⊤𝐵𝑧 =
∑
𝑖∈𝐿
𝑗∈𝑅

∑
𝑢∈[𝑛]

∑
(𝑢,𝐶)∈𝐻𝑖
(𝑢,𝐶′)∈𝐻𝑗

𝑏𝑖𝑏 𝑗 · 𝑧⊤𝐵(𝑖,𝐶,𝐶′)𝑧 =
∑
𝑖∈𝐿
𝑗∈𝑅

∑
𝑢∈[𝑛]

∑
(𝑢,𝐶)∈𝐻𝑖
(𝑢,𝐶′)∈𝐻𝑗

𝑏𝑖𝑏 𝑗 ·𝐷𝑥𝐶𝑥𝐶′ = 𝐷 · 𝑓𝐿,𝑅(𝑥) .

In particular, this implies

val( 𝑓𝐿,𝑅) ≤
𝑁

𝐷
· ∥𝐵∥2 . (11.2)

It thus remains to bound E𝑏∈{−1,1}𝑘 [∥𝐵∥2], which we do in the following lemma.

Lemma 11.1.9 (Spectral norm bound). E𝑏∈{−1,1}𝑘 [∥𝐵∥2] ≤ 𝑑 ·𝑂(
√
𝑘ℓ log 𝑛).

We postpone the proof of Lemma 11.1.9 to Section 11.1.3, and now finish the proof of
Lemma 11.0.4.

Proof of Lemma 11.0.4. By Eq. (11.2) and Lemma 11.1.9, we have that

E𝑏∈{−1,1}𝑘 [val( 𝑓𝐿,𝑅)] ≤
𝑁

𝐷
E𝑏∈{−1,1}𝑘 [∥𝐵∥2]

≤ 𝑁

𝐷

(
𝑑 ·𝑂(

√
𝑘ℓ log 𝑛)

)
≤ 𝑛2

ℓ 2
𝑑 ·𝑂(

√
𝑘ℓ log 𝑛)

= 𝑛𝑘𝑑 ·𝑂((𝑛𝑘)1/4
√

log 𝑛) ,

where we use that ℓ = (
√
𝑛/𝑘)/𝑐 for some constant 𝑐, and we use Fact 3.6.1 to bound 𝑁/𝐷. Finally,

combining with Lemma 11.1.1 and using that 𝑚 ≤ 𝑛𝑘, we have that

E[val( 𝑓 )]2 ≤ E[val( 𝑓 )2] ≤ 1
9
·
(
3𝑛2𝑘 + 4𝑛E(𝐿,𝑅)E𝑏∈{−1,1}𝑘 [val( 𝑓𝐿,𝑅)]

)
≤ 𝑛2𝑘𝑑 ·𝑂((𝑛𝑘)1/4

√
log 𝑛) .

Hence,

E[val( 𝑓 )] ≤ 𝑛
√
𝑘𝑑 ·𝑂

(
(𝑛𝑘)1/8 log1/4 𝑛

)
,

which finishes the proof of Lemma 11.0.4. □
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11.1.2 Counting nonzero entries: proof of Lemma 11.1.7

Proof of Lemma 11.1.7. Let 𝑗 ∈ 𝑅 and clauses (𝑢,𝐶) ∈ 𝐻𝑖 and (𝑢,𝐶′) ∈ 𝐻𝑗 . Recall that in Re-

mark 11.1.5, we observed that there are exactly 4
(2𝑛−4
ℓ−2

)
pairs (𝑆,𝑇)with 𝑆

𝐶,𝐶′↔ 𝑇. Indeed, this is

because 𝑆
𝐶,𝐶′↔ 𝑇 if and only if 𝑆 and 𝑇 each contain one entry of 𝐶 and 𝐶′ (2 choices per clause),

and the remaining part of 𝑆 and 𝑇 is the same set 𝑄 ⊆ [𝑛] × [2] \ (𝐶(1) ⊕ 𝐶′(2)) of size ℓ − 2 (which
has

(2𝑛−4
ℓ−2

)
choices).

From the above, we observe that for each 𝑄 ⊆ [𝑛] × [2] \ (𝐶(1) ⊕ 𝐶′(2)) of size ℓ − 2, we can

identify 𝑄 with 4 different pairs (𝑆,𝑇) with 𝑆
𝐶,𝐶′↔ 𝑇; namely, each pair (𝑆,𝑇) corresponds to a

subset of size 2 of (𝐶,𝐶′) containing exactly one entry from each of 𝐶,𝐶′. We note that these 4
choices of (𝑆,𝑇) correspond exactly to the 4 half clauses in 𝑃𝑖 contributed by the derived clause
(𝐶,𝐶′). We will show that for at least 1

2

(2𝑛−4
ℓ−2

)
choices of 𝑄, all 4 corresponding choices of (𝑆,𝑇)

will contain exactly one derived clause from 𝑃𝑖 : namely, the half clause of (𝐶,𝐶′) that we add to
𝑄 to obtain 𝑆 or 𝑇. This clearly suffices to finish the proof.

Call such a set 𝑄 bad if it does not have the above property, i.e., there is some pair (𝑆,𝑇)
identified with 𝑄 such that one of 𝑆 or 𝑇 contains more than one half clause from 𝑃𝑖 . Since

𝑆
𝐶,𝐶′↔ 𝑇 already implies that each of 𝑆 and 𝑇 has exactly one half clause from 𝐶(1) ⊕ 𝐶′(2), there

are three ways that 𝑄 can be bad:

(1) 𝑄 contains a half clause from 𝑃𝑖 ,
(2) there is 𝑣(1) ∈ 𝐶(1) and 𝑤(2) ∈ 𝑄 such that (𝑣(1),𝑤(2)) ∈ 𝑃𝑖 ,
(3) there is 𝑣(1) ∈ 𝑄 and 𝑤(2) ∈ 𝐶′(2) such that (𝑣(1),𝑤(2)) ∈ 𝑃𝑖 .

We thus have that the number of bad 𝑄’s is at most

𝑝0

(
2𝑛 − 6
ℓ − 4

)
+ 𝑝1

(
2𝑛 − 5
ℓ − 3

)
+ 𝑝2

(
2𝑛 − 5
ℓ − 3

)
,

where 𝑝0 = |𝑃𝑖 |, 𝑝1 = |{(𝑣(1),𝑤(2)) ∈ 𝑃𝑖 : 𝑣(1) ∈ 𝐶(1)}|, 𝑝2 = |{(𝑣(1),𝑤(2)) ∈ 𝑃𝑖 : 𝑤(2) ∈ 𝐶′(2)}|.
We now upper bound 𝑝0, 𝑝1, 𝑝2. Recall that a half clause in 𝑃𝑖 is a pair (𝑣(1),𝑤(2)) such that

there are clauses (𝑢,𝐶1) ∈ 𝐻𝑖 , (𝑢,𝐶2) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, and 𝑣 ∈ 𝐶1, 𝑤 ∈ 𝐶2.

(1) We have 𝑝0 ≤ 4𝑛𝑘, as for each 𝑢 ∈ [𝑛], because the 𝐻𝑖’s are matchings, there is at most one
𝐶1 such that (𝑢,𝐶1) ∈ 𝐻𝑖 , and at most 𝑘 choices of (𝑢,𝐶2) ∈ 𝐻𝑗 with 𝑗 ∈ 𝑅, as |𝑅 | ≤ 𝑘. Finally,
each choice of (𝐶1,𝐶2) yields 4 half clauses.

(2) We have 𝑝1 ≤ 8𝑘. First, there are at most 2 choices for 𝑣, each coming from 𝐶. For each such 𝑣,
there is at most one 𝐶𝑖 ∈ 𝐻𝑖 with 𝑣 ∈ 𝐶𝑖 . (Note that |𝐶𝑖 | = 3.) Once 𝐶𝑖 is fixed, we have at
most 2 choices for 𝑢, given by 𝐶𝑖 \ {𝑣}, and there are at most 𝑘 hyperedges (𝑢,𝐶2) ∈ 𝐻𝑗 for
𝑗 ∈ 𝑅 (as each 𝐻𝑗 is a matching and |𝑅 | ≤ 𝑘). Finally, for each such 𝐶2 there are 2 possible
choices for 𝑤.

(3) We have 𝑝2 ≤ 8𝑘. First, there are at most 2 choices for 𝑤, each coming from 𝐶′. For each
such 𝑤, there are at most 𝑘 choices of 𝐶 𝑗 ∈ ∪𝑗∈𝑅𝐻𝑗 with 𝑤 ∈ 𝐶 𝑗 , as each 𝐻𝑗 is a matching and
|𝑅 | ≤ 𝑘. (Note that |𝐶 𝑗 | = 3.) For each such 𝐶 𝑗 , there are at most 2 choices for 𝑢, given by
𝐶 𝑗 \ {𝑤}, and for each 𝑢, there is at most one choice of 𝐶1 such that (𝑢,𝐶1) ∈ 𝐻𝑖 . Finally, such
a 𝐶1, if it exists, gives 2 choices for 𝑣.
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Combining, we thus have that the number of bad 𝑄’s is at most

4𝑛𝑘
(
2𝑛 − 6
ℓ − 4

)
+ 16𝑘

(
2𝑛 − 5
ℓ − 3

)
.

We have that

4𝑛𝑘
(2𝑛−6
ℓ−4

)
+ 16𝑘

(2𝑛−5
ℓ−3

)(2𝑛−4
ℓ−2

) =
4𝑛𝑘 (2𝑛−6)!

(ℓ−4)!(2𝑛−2−ℓ )! + 16𝑘 (2𝑛−5)!
(ℓ−3)!(2𝑛−2−ℓ )!

(2𝑛−4)!
(ℓ−2)!(2𝑛−2−ℓ )!

= 4𝑛𝑘
(ℓ − 2)(ℓ − 3)
(2𝑛 − 4)(2𝑛 − 5) + 16𝑘

ℓ − 2
2𝑛 − 4

≤ 1
2

,

as we have ℓ ≤ (
√
𝑛/𝑘)/𝑐, for some sufficiently large constant 𝑐, ℓ ≥ 2, and 𝑘 ≤

√
𝑛𝑘 since

𝑘 ≤ 𝑛. □

11.1.3 Spectral norm bound: proof of Lemmas 11.1.6 and 11.1.9

Proof of Lemma 11.1.6. Fix 𝑖 ∈ 𝐿. We show that each row/column of 𝐴𝑖 has at most 2𝑑 nonzero
entries. Indeed, this is because if 𝑆 is a nonzero row (or column) in 𝐴𝑖 , then 𝑆 contains at most

one half clause from 𝑃𝑖 . If (𝐶,𝐶′) is a derived clause where 𝑆
𝐶,𝐶′↔ 𝑇 for some 𝑇, then 𝑆 must

contain a half clause in 𝑃𝑖 that is contained in 𝐶(1) ⊕ 𝐶′(2), i.e., a half clause coming from (𝐶,𝐶′).
As 𝑆 contains at most one half clause, it follows that the number of nonzero entries in the 𝑆-th
row is upper bounded by the maximum, over all half clauses, of the number of derived clauses
(𝐶,𝐶′) that contain this half clause. One can observe that this is 2𝑑. Indeed, if we fix 𝑣(1) and 𝑤(2),
there is at most one clause 𝐶 ∈ 𝐻𝑖 containing 𝑣. Once 𝑣 is fixed, there are two choices for 𝑢 in
𝐶 \ {𝑣}. Once we have chosen 𝑢, the second clause must be (𝑢,𝐶′) ∈ 𝐻𝑗 for some 𝑗 ∈ 𝑅, where 𝐶′

contains 𝑤. By assumption, the number of hyperedges in ∪𝑘
𝑖=1𝐻𝑖 containing the pair {𝑢,𝑤} is at

most 𝑑, so there are at most 𝑑 choices for 𝐶′. □

Proof of Lemma 11.1.9. We have that 𝐵 =
∑
𝑖∈𝐿 𝑏𝑖𝐵𝑖 , where the 𝑏𝑖’s are i.i.d. from {−1, 1}. By

Lemma 11.1.6, we know that the number of nonzero entries in a row/column of 𝐴𝑖 is at most
2𝑑. As 𝐵𝑖 is obtained by zero-ing out entries of 𝐴𝑖 , it follows that this also holds for 𝐵𝑖 . It thus
follows that the ℓ1-norm of any row/column of 𝐵𝑖 is at most 2𝑑, and thus ∥𝐵𝑖 ∥2 ≤ 2𝑑. This
additionally implies that ∥∑𝑖∈𝐿 𝐵𝑖𝐵

⊤
𝑖
∥2 ≤ |𝐿|(2𝑑)2 ≤ 𝑘(2𝑑)2, and that ∥∑𝑖∈𝐿 𝐵

⊤
𝑖
𝐵𝑖 ∥2 ≤ |𝐿|(2𝑑)2 ≤

𝑘(2𝑑)2. Applying Matrix Khintchine (Fact 3.4.2), we conclude that E[∥𝐵∥2] ≤ 𝑑 ·𝑂(
√
𝑘 log𝑁). As

log𝑁 = 𝑂(ℓ log 𝑛), Lemma 11.1.9 follows. □

11.2 Improved lower bounds for 3-LDCs over larger alphabets

In this appendix, we will extend Theorem 7 to 3-query LDCs over larger alphabets, which will
follow from combining Theorem 7 with standard results from [KT00, KW04]. We first define
LDCs over general alphabets.
Definition 11.2.1 (LDCs over general alphabets). Given a positive integer 𝑞, constants 𝛿, 𝜀 > 0,
and an alphabet Σ, we say a code 𝒞 : {0, 1}𝑘 → Σ𝑛 is (𝑞, 𝛿, 𝜀)-locally decodable code (abbreviated
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(𝑞, 𝛿, 𝜀)-LDC) if there exists a randomized decoding algorithm Dec(·) with the following proper-
ties. The algorithm Dec(·) is given oracle access to some 𝑦 ∈ Σ𝑛 , takes an 𝑖 ∈ [𝑘] as input, and
satisfies the following: (1) the algorithm Dec makes at most 𝑞 queries to the string 𝑦, and (2) for
all 𝑏 ∈ {0, 1}𝑘 , 𝑖 ∈ [𝑘], and all 𝑦 ∈ Σ𝑛 such that Δ(𝑦,𝒞(𝑏)) ≤ 𝛿𝑛, Pr[Dec𝑦(𝑖) = 𝑏𝑖] ≥ 1

2 + 𝜀.
Our extension of Theorem 7 to larger alphabets is the following theorem.

Theorem 11.2.2. Let 𝒞 : {0, 1}𝑘 → Σ𝑛 be a (3, 𝛿, 𝜀)-LDC. Then, it must hold that 𝑘3 ≤ |Σ|41𝑛 ·
𝑂(log6(|Σ|𝑛)/𝜀32𝛿16). In particular, if 𝛿, 𝜀 are constants and |Σ| ≤ 𝑛, then 𝑛 ≥ Ω(𝑘3/(|Σ|41 log6 𝑘)).

Note that the conclusion of Theorem 11.2.2 is trivial if |Σ| = Ω̃(𝑘3/41). To prove Theorem 11.2.2,
it suffices to show the following lemma.
Lemma 11.2.3. Let 𝒞 : {0, 1}𝑘 → Σ𝑛 be a (3, 𝛿, 𝜀)-LDC. Then, there exists a binary code 𝒞′ : {0, 1}𝑘 →
{0, 1}𝑛′ with 𝑛′ ≤ 4𝑛 |Σ| and 3-uniform matchings 𝐻′1, . . . ,𝐻′

𝑘
over 𝑛′ vertices such that for all 𝑖 ∈ [𝑘],

we have |𝐻′
𝑖
| ≥ 𝜀𝛿𝑛′/(36|Σ|). Furthermore, for any query set 𝐶 ∈ 𝐻′

𝑖
, we have that Pr𝑏←{0,1}𝑘 [𝑏𝑖 =

⊕𝑣∈𝐶𝒞(𝑏)𝑣] ≥ 1
2 + 𝜀

8|Σ|3/2 .

Indeed, once we have Lemma 11.2.3, then by applying Theorem 7 on the resulting normal
LDC,4 we obtain Theorem 11.2.2. Now, to prove Lemma 11.2.3, we first need the following result
from [KT00].
Lemma 11.2.4 (Theorem 1 + Lemma 4 in [KT00]). Let 𝒞 : {0, 1}𝑘 → Σ𝑛 be a (𝑞, 𝛿, 𝜀)-LDC. Then,
there exists 𝑞-uniform matchings 𝐻1, . . . ,𝐻𝑘 over [𝑛] such that for all 𝑖 ∈ [𝑘], we have |𝐻𝑖 | ≥ 𝜀𝛿𝑛/𝑞2.
Furthermore, for any query set 𝐶 ∈ 𝐻𝑖 , there exists a function 𝑓𝐶 : Σ𝑞 → {0, 1} such that Pr𝑏←{0,1}𝑘 [𝑏𝑖 =
𝑓𝐶(𝒞(𝑏)|𝐶)] ≥ 1

2 + 𝜀
2 .

Note that formally the statement in [KT00] only guarantees that each query set in 𝐻𝑖 has size
at most 𝑞 rather than exactly 𝑞. However, we can trivially make each set be of size exactly 𝑞 by
padding each codeword of 𝒞 with 𝑛 zeros.

Next, we need the following lemma, which is a generalized and improved version of a similar
lemma appearing in [KW04].
Lemma 11.2.5 (Lemma 2 of [KW04]). Let 𝑞 ≥ 2 be an integer and let 𝒞 : {0, 1}𝑘 → Σ𝑛 be a code.
Let 𝐻1, . . . ,𝐻𝑘 be 𝑞-uniform matchings over [𝑛] such that for each 𝑖 ∈ [𝑘], we have |𝐻𝑖 | ≥ 𝜀𝛿𝑛/𝑞2,
and suppose that for each 𝐶 ∈ 𝐻𝑖 , there exists a function 𝑓𝐶 : Σ𝑞 → {0, 1} such that Pr𝑏←{0,1}𝑘 [𝑏𝑖 =
𝑓𝐶(𝒞(𝑏)|𝐶)] ≥ 1

2 + 𝜀
2 .

Then, there exists a binary code 𝒞′ : {0, 1}𝑘 → {0, 1}𝑛′ with 𝑛′ ≤ 4𝑛 |Σ| and 𝑞-uniform matchings
𝐻′1, . . . ,𝐻′

𝑘
over 𝑛′ vertices such that for all 𝑖 ∈ [𝑘], we have |𝐻′

𝑖
| ≥ 𝜀𝛿𝑛′/(4𝑞2 |Σ|). Furthermore, for any

query set 𝐶 ∈ 𝐻′
𝑖
, we have that Pr𝑏←{0,1}𝑘 [𝑏𝑖 = ⊕𝑣∈𝐶𝒞′(𝑏)𝑣] ≥ 1

2 + 𝜀
2𝑞 |Σ|𝑞/2 .

Combining Lemma 11.2.4 and Lemma 11.2.5, we immediately obtain Lemma 11.2.3; Theo-
rem 11.2.2 then follows by applying Theorem 7. Thus, it remains to prove Lemma 11.2.5. In what
follows, we use conventional notations of Boolean analysis from [O’D14].

Proof of Lemma 11.2.5. Consider a natural number ℓ ∈ N such that |Σ| < 2ℓ ≤ 2|Σ|, and let
𝑛′ B 𝑛2ℓ+1. Without loss of generality, say that Σ ⊆ {0, 1}ℓ . Consider the first-order Reed-Muller
encoding RM1 : {0, 1}ℓ → {0, 1}2ℓ+1

defined as RM1(𝜎) = (⟨𝑎⟩𝜎 + 𝑡)𝑎∈{0,1}ℓ ,𝑡∈{0,1}.5 We define our
new code 𝒞′ : {0, 1}𝑘 → {0, 1}𝑛′ as 𝒞′(𝑏) B (RM1(𝒞(𝑏)1), . . . , RM1(𝒞(𝑏)𝑛)).

4Note that we obtain a better dependence on 𝜀 in Theorem 7 when our initial LDC is in normal form, as shown at
the beginning of Chapter 11.

5Here, ⟨·⟩· denotes the pointwise inner product over Fℓ2.
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Consider any message index 𝑖 ∈ [𝑘] and query set 𝐶 ∈ 𝐻𝑖 . We are going to find a correspond-
ing query set for 𝐶 in 𝒞′. Write 𝐶 = {𝑣1, . . . , 𝑣𝑞}. Arbitrarily extend our function 𝑓𝐶 to a function
over ({0, 1}ℓ )𝑞 by setting 𝑓𝐶(𝜎) = 0 for 𝜎 ∈ {0, 1}ℓ \Σ. For any message 𝑏 ∈ {0, 1}𝑘 , set 𝑥 B 𝒞(𝑏).
Switching from {0, 1} to {−1, 1} in the natural way, we find that

Pr
𝑏←{0,1}𝑘

[𝑏𝑖 = 𝑓𝐶(𝒞(𝑏)|𝐶)] ≥
1
2
+ 𝜀

2
⇐⇒ E

𝑏←{−1,1}𝑘
[𝑏𝑖 𝑓𝐶(𝑥𝑣1 , . . . , 𝑥𝑣𝑞 )] ≥ 𝜀 .

Consider the Fourier expansion of 𝑓𝐶 , written as 𝑓𝐶(𝑦1, . . . , 𝑦𝑞) =
∑
𝑆1,...,𝑆𝑞⊆[ℓ ] 𝑓𝐶(𝑆1, . . . , 𝑆𝑞)

∏𝑞

𝑡=1
∏

𝑗∈𝑆𝑡 (𝑦𝑡)𝑗 .
Using the Fourier expansion of 𝑓𝐶 , the Cauchy-Schwarz inequality, and Parseval’s identity, we
have

𝜀2 ≤ E
𝑏←{−1,1}𝑘

[𝑏𝑖 𝑓𝐶(𝑥𝑣1 , . . . , 𝑥𝑣𝑞 )]2

=
©«

∑
𝑆1,...,𝑆𝑞⊆[ℓ ]

𝑓𝐶(𝑆1, . . . , 𝑆𝑞) E
𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗

ª®¬
2

≤ ©«
∑

𝑆1,...,𝑆𝑞⊆[ℓ ]
𝑓𝐶(𝑆1, . . . , 𝑆𝑞)2ª®¬

©«
∑

𝑆1,...,𝑆𝑞⊆[ℓ ]
E

𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗


2ª®®¬

=

(
E

𝑦1,...𝑦𝑞←{−1,1}ℓ
[ 𝑓𝐶(𝑦1, . . . , 𝑦𝑞)2]

) ©«
∑

𝑆1,...,𝑆𝑞⊆[ℓ ]
E

𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗


2ª®®¬

=
∑

𝑆1,...,𝑆𝑞⊆[ℓ ]
E

𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗


2

≤ 2𝑞ℓ max
𝑆1,...,𝑆𝑞⊆[ℓ ]

 E
𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗


2

Thus we can find sets 𝑅𝐶1 , . . . ,𝑅𝐶𝑞 ⊆ [ℓ ] and bit 𝑡𝐶 ∈ {0, 1} such that

(−1)𝑡𝐶 E
𝑏←{−1,1}𝑘

𝑏𝑖
𝑞∏
𝑡=1

∏
𝑗∈𝑆𝑡
(𝑥𝑣𝑡 )𝑗

 ≥ 𝜀

2𝑞ℓ/2
≥ 𝜀

2𝑞−1 |Σ|𝑞/2
.

Reverting back from {−1, 1} to {0, 1} in the natural way, the last expression is equivalent to

Pr
𝑏←{0,1}𝑘

[
𝑡𝐶 +

𝑞∑
𝑖=1

⟨1𝑅𝐶1 ⟩𝑥𝑣𝑖 = 𝑏𝑖

]
≥ 1

2
+ 𝜀

2𝑞 |Σ|𝑞/2
.

Thus, we can form a new query set 𝐶′ B {(𝑣1, (1𝑅𝐶1 , 𝑡𝐶)), (𝑣2, (1𝑅𝐶2 , 0)), . . . , (𝑣𝑞 , (1𝑅𝐶𝑞 , 0))} for 𝒞′

that recovers 𝑏𝑖 with probability 1/2 + 𝜀/(2𝑞 |Σ|𝑞/2). Indeed, this is how we construct our new
hypergraphs 𝐻′1, . . . ,𝐻′

𝑘
. Since we are mapping each query set to a new one, then we see that

|𝐻𝑖 | = |𝐻′𝑖 | ≥ 𝜀𝛿𝑛/𝑞2 ≥ 𝜀𝛿𝑛′/(4𝑞2 |Σ|) for all 𝑖 ∈ [𝑘]. Furthermore, the query mapping preserves
disjointness and size, implying that the new hypergraph is a collection of 𝑘 𝑞-uniform matchings.
This finishes the proof. □
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11.3 Our proof as a black-box reduction to 2-LDC lower bounds

In this appendix, we reinterpret our proof of Theorem 7 in the specific case of linear 3-LDCs by
formulating it as a black-box reduction to existing linear 2-LDC lower bounds. Because we are
reinterpreting the proof, we will assume familiarity with the proof in Chapter 11 and Section 11.1.
Formally, we show that our proof of Theorem 7 in fact provides the following transformation:
given a linear 3-LDC ℒ, we produce 2 different linear codes ℒ2 and ℒ3 corresponding to the
2-XOR instance 𝑔𝑏 and 3-XOR instance 𝑓𝑏 from Chapter 11, with the guarantee that at least one of
these codes is a linear 2-LDC. We note that unlike Theorem 7, this reduction-based proof will only
apply to linear 3-LDCs. However, in this case we will obtain slightly better dependencies on log 𝑛,
𝜀, and 𝛿 than that in Theorem 7; this comes entirely from the fact that 2-LDC lower bounds for
linear codes have slightly better dependencies on 𝜀 and 𝛿 than 2-LDC lower bounds for general,
nonlinear codes.

Our transformation naturally produces objects that are formally not quite linear 2-LDCs,
which we call “weak LDCs”, defined below.
Definition 11.3.1 (Linear weak LDC). Given a code ℒ : {0, 1}𝑘 → {0, 1}𝑛 , we say that ℒ is a linear
(𝑞, 𝛿)-weakly locally decodable code (or, (𝑞, 𝛿)-wLDC) if ℒ is a linear code and there are 𝑞-uniform
hypergraph matchings 𝐻1, . . . ,𝐻𝑘 over [𝑛] such that (1)

∑𝑘
𝑖=1 |𝐻𝑖 | ≥ 𝛿𝑛𝑘 for any 𝑖 ∈ [𝑘], and

(2) 𝐶 ∈ 𝐻𝑖 , we have that
⊕

𝑣∈𝐶 ℒ(𝑏)𝑣 = 𝑏𝑖 for all messages 𝑏 ∈ {0, 1}𝑘 .
We note that we work with weak LDCs solely for notational convenience, as it is straightfor-

ward to observe that they are equivalent to LDCs, up to constant factors in parameters. Indeed,
the difference between a weak LDC and a true LDC is that the weak LDC only requires that∑𝑘
𝑖=1 |𝐻𝑖 | ≥ 𝛿𝑛𝑘, rather than the stronger condition that |𝐻𝑖 | ≥ 𝛿𝑛 for all 𝑖 ∈ [𝑘]. So, by removing

all hypergraphs 𝐻𝑖 with |𝐻𝑖 | ≤ 𝛿𝑛/2 and setting the corresponding 𝑏𝑖’s to 0, we obtain a new
code ℒ′ : {0, 1}𝑘′ → {0, 1}𝑛 where 𝑘′ ≥ 𝛿𝑘 and |𝐻𝑖 | ≥ 𝛿𝑛/2 for all 𝑖 ∈ [𝑘′].

Regardless, we note that the linear 2-LDC lower bound of [GKST06] (Fact 3.3.4), which here
we will use as a black-box, holds for linear weak 2-LDCs as well.

As the main theorem in this section, we will prove the following theorem.
Theorem 11.3.2. Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a linear (3, 𝛿)-wLDC, and let 𝑑 ∈ N. Then, there are codes
ℒ2 : {0, 1}𝑘2 → {0, 1}𝑛 and ℒ3 : {0, 1}𝑘3 → {0, 1}𝑁 such that either ℒ2 is a linear (2,Ω(𝛿 · 𝑑

𝑑+𝑘 ))-wLDC
or ℒ3 is a linear (2,Ω(𝛿2/𝑑))-wLDC, where 𝑘2, 𝑘3 ≥ 𝑘/2, 𝑁 =

(2𝑛
ℓ

)
and ℓ =

√
𝑛/𝑘/𝑐, where 𝑐 is an

absolute constant.
We note that by applying Fact 3.3.4 twice, we immediately obtain the following corollary.

Corollary 11.3.3. Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a (3, 𝛿)-linear LDC. Then, 𝑛 ≥ Ω

(
𝛿6𝑘3

log4 𝑘

)
.

Proof. Apply Theorem 11.3.2 with 𝑑 = 𝑐 log2 𝑛/𝛿 for a sufficiently large constant 𝑐. If 𝑘 ≤ 𝑑,
then we are done, so suppose that 𝑘 ≥ 𝑑. If ℒ2 is a linear weak (2,Ω(𝛿 · 𝑑

𝑑+𝑘 ))-LDC, then by
Fact 3.3.4 we conclude that log2 𝑛 ≥ Ω(𝛿𝑑𝑘/(𝑘 + 𝑑)) ≥ Ω(𝛿𝑑), as 𝑘 + 𝑑 ≤ 2𝑘. As 𝑑 = 𝑐 log2 𝑛/𝛿 for
a sufficiently large constant 𝑐, this is a contradiction.

It thus cannot be the case that ℒ2 is a linear weak (2,Ω(𝛿 · 𝑑
𝑑+𝑘 ))-LDC, and therefore it must be

the case that ℒ3 is a linear weak (2,Ω(𝛿2/𝑑))-LDC. By Fact 3.3.4, this implies that 𝑂(
√
𝑛/𝑘 log 𝑛) ≥

ℓ log2 𝑛 ≥ Ω(𝛿2/𝑑 · 𝑘), and therefore we conclude that 𝑛 ≥ Ω(𝛿6𝑘3/log4 𝑛). Finally, we have
log2 𝑛 = Θ(log 𝑘) or else Corollary 11.3.3 trivially holds, and so this finishes the proof. □
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We now prove Theorem 11.3.2.

Proof of Theorem 11.3.2. Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a linear (3, 𝛿)-wLDC, so that there exist 3-
uniform hypergraph matchings 𝐻1, . . . ,𝐻𝑘 such that

∑𝑘
𝑖=1 |𝐻𝑖 | ≥ 𝛿𝑛𝑘, and for every 𝑖 ∈ [𝑘] and

𝐶 ∈ 𝐻𝑖 , it holds that
⊕

𝑣∈𝐶 ℒ(𝑏)𝑣 = 𝑏𝑖 for all 𝑏 ∈ {0, 1}𝑘 .
We now define the codes ℒ2 and ℒ3. Let 𝐺1, . . . ,𝐺𝑘 ,𝐻′1, . . . ,𝐻′

𝑘
denote the output of the

hypergraph decomposition algorithm Lemma 11.0.2 applied with the parameter 𝑑 chosen in the
statement of Theorem 11.3.2.
Constructing 𝓛2. Let 𝐿2 ⊆ [𝑘] be a subset of size |𝐿2 | ≥ 𝑘/2 to be specified later. We let
ℒ2 : {0, 1}𝐿2 → {0, 1}𝑛 be the code that encodes a message 𝑏′ ∈ {0, 1}𝐿2 as ℒ(𝑏), where 𝑏 is
obtained by padding 𝑏′ with 0’s to obtain 𝑏 ∈ {0, 1}𝑘 . Formally, ℒ2(𝑏′) B ℒ(𝑏), where 𝑏 ∈ {0, 1}𝑘
satisfies 𝑏𝑖 = 𝑏′𝑖 for all 𝑖 ∈ 𝐿2 and 𝑏 𝑗 = 0 otherwise.

We will now show that if
∑𝑘
𝑖=1 |𝐺𝑖 | ≥ 𝛿𝑛𝑘/2, then there exists a set 𝐿2 ⊆ [𝑘] of size |𝐿2 | ≥ 𝑘/2

such that ℒ2 is a linear (2,Ω(𝛿 · 𝑑
𝑑+𝑘 ))-wLDC. Recall that each 𝐺𝑖 is a bipartite matching on [𝑛] × 𝑃,

where 𝑃 = {𝑝 = (𝑢, 𝑣) : deg𝐻(𝑝) ≥ 𝑑}, where 𝐻 = ∪𝑘
𝑖=1𝐻𝑖 . First, we can furthermore assume that

each 𝑝 ∈ 𝑃 appears not just in at least 𝑑 edges across all 𝐺𝑖 ’s, but also in at most 2𝑑 edges. Indeed,
if some 𝑝 violates this condition and has 𝑡 > 𝑑 edges, then we split 𝑝 into 𝑡′ = ⌊𝑡/𝑑⌋ new elements
𝑝1, . . . , 𝑝𝑡′, each of which is adjacent to exactly 𝑑 of the original edges, and then we connect the
“residual” 𝑡 − 𝑡′𝑑 < 𝑑 edges to 𝑝1. Each new 𝑝ℎ obtained by splitting 𝑝 now appears in exactly 𝑑
edges across all 𝐺𝑖’s except for 𝑝1, which appears in at least 𝑑 edges and at most 2𝑑 edges.

Next, partition [𝑘] into 𝐿2∪𝑅2, and without loss of generality assume |𝐿2 | ≥ 𝑘/2. For 𝑖 ∈ 𝐿2, let
𝐺′
𝑖

denote the graph on 𝑛 vertices with edges 𝐸𝑖 = {(𝑢, 𝑣) : ∃𝑝 ∈ 𝑃, 𝑗 ∈ 𝑅2, (𝑢, 𝑝) ∈ 𝐺𝑖 , (𝑣, 𝑝) ∈ 𝐺 𝑗}.
Observe that

∑
𝑖∈𝐿2
|𝐺′

𝑖
| ≥ Ω(𝛿𝑛𝑘𝑑) in expectation over a random partition 𝐿2 ∪ 𝑅2, and hence

there exists such a partition 𝐿2 ∪ 𝑅2 with
∑
𝑖∈𝐿2
|𝐺′

𝑖
| ≥ Ω(𝛿𝑛𝑘𝑑).

Next, we observe that for any vertex 𝑢 ∈ [𝑛] and 𝑖 ∈ 𝐿2, 𝑢 has degree at most 2𝑑 + 𝑘 in 𝐺′
𝑖
.

Indeed, since the 𝐺𝑖’s are matchings and each 𝑝 appears in at most 2𝑑 edges, it follows that for
each 𝑢, there are at most 2𝑑 edges (𝑢, 𝑣) in 𝐺′

𝑖
formed from the edge (𝑢, 𝑝) in 𝐺𝑖 . Second, for each

𝑣, there are at most 𝑘 edges (𝑢, 𝑣) in 𝐺′
𝑖
, as these can only be formed from the edges (𝑣, 𝑝) in 𝐺 𝑗 ,

for 𝑗 ∈ 𝑅2, and each 𝐺 𝑗 is a matching so there is at most one edge per choice of 𝑗 ∈ 𝑅2. Hence,
each 𝐺′

𝑖
has a matching 𝑀′

𝑖
of size at least Ω(|𝐺′

𝑖
|/(𝑑 + 𝑘)), and so

∑𝑘
𝑖=1 |𝑀′𝑖 | ≥ Ω(𝛿𝑛𝑘 · 𝑑

𝑑+𝑘 ).
Finally, for each 𝑖 ∈ 𝐿2 and each edge (𝑢, 𝑣) ∈ 𝑀′

𝑖
, it holds that ℒ2(𝑏′)𝑢 ⊕ ℒ2(𝑏′)𝑣 = 𝑏′𝑖 . Indeed,

this is because ℒ(𝑏) satisfies ℒ(𝑏)𝑢 ⊕ ℒ(𝑏)𝑝 = 𝑏𝑖 and ℒ(𝑏)𝑣 ⊕ ℒ(𝑏)𝑝 = 𝑏 𝑗 = 0, where 𝑝 ∈ 𝑃 is the
shared pair used to add (𝑢, 𝑣) to 𝐺′

𝑖
in the definition, 𝑗 ∈ 𝑅2, and (𝑢, 𝑝) ∈ 𝐺𝑖 , (𝑣, 𝑝) ∈ 𝐺 𝑗 . We have

thus shown that if
∑𝑘
𝑖=1 |𝐺𝑖 | ≥ 𝛿𝑛𝑘/2, then ℒ2 is a linear (2,Ω(𝛿 · 𝑑

𝑑+𝑘 ))-wLDC.

Constructing 𝓛3. Let 𝐿3 ⊆ [𝑘] be a subset of size |𝐿3 | ≥ 𝑘/2 to be specified later. Let ℓ =
√
𝑛/𝑘/𝑐

for a sufficiently large constant 𝑐, and identify 𝑁 =
(2𝑛
ℓ

)
with the collection of sets

([𝑛]×[2]
ℓ

)
. We

let ℒ3 : {0, 1}𝐿3 → {0, 1}𝑁 be the code that encodes a message 𝑏′ ∈ {0, 1}𝐿3 with the string ℒ3(𝑏′),
where the 𝑆-th entry, for 𝑆 ∈

([𝑛]×[2]
ℓ

)
, is

ℒ3(𝑏′)𝑆 B (
⊕
𝑢(1)∈𝑆

ℒ(𝑏)𝑢) ⊕ (
⊕
𝑣(2)∈𝑆

ℒ(𝑏)𝑣) ,

where 𝑏 ∈ {0, 1}𝑘 satisfies 𝑏𝑖 = 𝑏′𝑖 for all 𝑖 ∈ 𝐿3 and 𝑏 𝑗 = 0 otherwise.
We now argue that if

∑𝑘
𝑖=1 |𝐻′𝑖 | ≥ 𝛿𝑛𝑘/2, then there exists a set 𝐿3 ⊆ [𝑘] of size |𝐿3 | ≥ 𝑘/2 such

that ℒ3 is a linear (2,Ω(𝛿2/𝑑))-wLDC. Recall that each 𝐻′
𝑖

is a 3-uniform hypergraph matching
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on 𝑛 vertices, where deg𝐻′({𝑢, 𝑣}) ≤ 𝑑 for all 𝑢, 𝑣 ∈ [𝑛], where 𝐻′ B ∪𝑘
𝑖=1𝐻

′
𝑖
. Partition [𝑘]

into 𝐿3 ∪ 𝑅3, and without loss of generality assume |𝐿3 | ≥ 𝑘/2. Following Section 11.1, we set
ℓ =

√
𝑛/𝑘/𝑐 for a sufficiently large constant 𝑐 and let 𝐵𝑖 ∈ R𝑁×𝑁 for 𝑖 ∈ 𝐿3 be the matrices defined

in Definition 5.4.2.
Let 𝐺′′

𝑖
denote the graph with adjacency matrix 𝐵𝑖 , i.e., for 𝑆,𝑇 ∈ [𝑁], we have (𝑆,𝑇) as an

edge in 𝐺′′
𝑖

if 𝐵𝑖(𝑆,𝑇) ≠ 0. By Lemma 11.1.6, the max degree of any vertex in 𝐺′′
𝑖

is at most 2𝑑.
Hence, 𝐺′′

𝑖
contains a matching 𝑀′′

𝑖
where |𝑀′′

𝑖
| ≥ Ω(|𝐺′′

𝑖
|/𝑑). Now, since |𝐻′ | ≥ 𝛿𝑛𝑘/2, then by

double counting, the number of clauses 𝐶1,𝐶2 ∈ 𝐻′ with |𝐶1 ∩ 𝐶2 | ≥ 1 is at least Ω(𝛿2𝑛𝑘2). Thus,
by picking a random partition and using Lemma 12.6.4, we find that

∑𝑘
𝑖=1 |𝐺′′𝑖 | ≥ Ω(𝐷𝛿2𝑛𝑘2) in

expectation, where 𝐷 = 2
(2𝑛−ℓ
ℓ−4

)
, and hence there is a partition 𝐿3 ∪ 𝑅3 achieving this. By applying

Fact 3.6.1, we see that 𝐷/𝑁 ≥ Ω(ℓ 2/𝑛2), and so we have
∑𝑘
𝑖=1 |𝑀′′𝑖 | ≥ Ω(𝛿2𝑁𝑘/𝑑), using that

ℓ =
√
𝑛/𝑘/𝑐.

It is now straightforward to observe that, for each 𝑖 ∈ 𝐿3 and (𝑆,𝑇) ∈ 𝑀′′
𝑖

, it holds that
𝑏′
𝑖
= ℒ3(𝑏′)𝑆 ⊕ ℒ3(𝑏′)𝑇 ; indeed, this is because ℒ3(𝑏′)𝑆 ⊕ ℒ3(𝑏′)𝑇 = ℒ(𝑏)𝑆 ⊕ ℒ(𝑏)𝑇 = 𝑏𝑖 ⊕ 𝑏 𝑗 = 𝑏′

𝑖
,

as 𝑏′
𝑖
= 𝑏𝑖 and 𝑏 𝑗 = 0 because 𝑗 ∈ 𝑅2. We have thus shown that if

∑𝑘
𝑖=1 |𝐻′𝑖 | ≥ 𝛿𝑛𝑘/2, then ℒ3 is a

linear (2,Ω(𝛿2/𝑑))-wLDC.

By Lemma 11.0.2, we thus have that either
∑𝑘
𝑖=1 |𝐺𝑖 | ≥ 𝛿𝑛𝑘/2 or

∑𝑘
𝑖=1 |𝐻′𝑖 | ≥ 𝛿𝑛𝑘/2. Hence, at

least one of ℒ2 and ℒ3 must have the desired property, which finishes the proof. □

Remark 11.3.4 (A note on the linearity of ℒ). In Theorem 11.3.2, we assumed that the code ℒ was
linear. The reason that this assumption is necessary is because of the following. The constraints
used to locally decode ℒ2 and ℒ3 are obtained by XORing two clauses 𝐶1 and 𝐶2 in the original
set of local constraints defining ℒ. We then observe that by using 𝐶1 ⊕ 𝐶2, we can decode, e.g.,
𝑏𝑖 ⊕ 𝑏 𝑗 , and so by setting ∼ 𝑘/2 of the 𝑏 𝑗’s to be hardcoded to 0, we have many constraints to
recover 𝑏𝑖 . The issue for nonlinear codes is that this “hardcoding” procedure does not work, as
even though we can set 𝑏 𝑗 to be 0, the individual constraints 𝐶1 and 𝐶2 are only guaranteed to
decode 𝑏𝑖 and 𝑏 𝑗 , respectively, in expectation over a random choice of 𝑏 ∈ {0, 1}𝑘 . Thus, when we
hardcode some bits, we are no longer guaranteed that the derived constraint 𝐶1 ⊕ 𝐶2 decodes 𝑏𝑖
in expectation over the remaining “free” bits 𝑏𝑖 for 𝑖 ∈ 𝐿.
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Chapter 12

Exponential Lower Bounds for 3-Query
Locally Correctable Codes

In this chapter, we prove Theorems 8 to 10. We first give an overview of the strategy that leads
to the proofs of Theorems 8 to 10. We will then give a standalone proof of Theorem 9, which
is substantially simpler than the more general cases handled by Theorems 8 and 10. Then, as a
warmup to the proof of Theorem 8, we give a proof sketch of a 𝑛 ≥ Ω̃(𝑘4) lower bound for linear
3-LCCs. Finally, we prove Theorems 8 and 10.

12.1 The proof strategy

We will start by giving a high-level overview of the proof strategy that we will use to prove
Theorems 8 to 10. We will focus on the case of linear 3-LCCs, i.e., the case of Theorem 8, as well as
on the case of F = F2. Without loss of generality, we can assume that ℒ is a systematic linear map
ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 , so that the first 𝑘 bits in any codeword are the message bits themselves,
i.e., for any 𝑏 ∈ {−1, 1}𝑘 , 𝑥 = ℒ(𝑏) satisfies 𝑥𝑖 = 𝑏𝑖 for all 𝑖 ∈ [𝑘]. We will use the notation ≳ and ≲
to suppress a multiplicative polylog(𝑛) factor.

The Kikuchi matrix method. Our proof uses the Kikuchi matrix method developed in this
thesis. This method works in two steps: (1) formulate a hypergraph possessing some relevant
structure as a family of satisfiable XOR formulas, and, (2) construct a spectral refutation (i.e., a
certificate of unsatisfiability) of a randomly chosen member of this family. The spectral refutations
in the second step rely on appropriate Kikuchi matrices — a term that we have been loosely using
to describe induced subgraphs of an appropriately chosen Cayley graph associated with the
hypergraph. The success of the spectral refutation naturally relies on the structure of the XOR
instances. The power of the method comes from the ease (at least in hindsight, given Parts I and II
and Chapter 11, i.e., [GKM22, HKM23, AGKM23]) in identifying the relevant combinatorial
structure that is sufficient for the success of the spectral refutations.

Our proof can be seen as an upgrade on the methods we developed in Chapters 2 and 11,
which we used to show a lower bound of 𝑛 ≥ Ω̃(𝑘3) on the block length 𝑛 of a 3-query LDC (and
therefore also a 3-query LCC) of dimension 𝑘 and constant distance. The key conceptual idea that
helps us move beyond the cubic to an exponential lower bound for 3-LCCs (a bound that provably
cannot hold for 3-LDCs [Efr09, Yek08]) is a new family of XOR instances that crucially exploits

143



the additional structure in LCCs. Our new family of XOR instances is produced by performing a
certain structured variant of low-width resolution (well-studied in proof complexity [Gri01, Sch08])
on the “basic” family. We call this process long chain derivations.

In the following, we will first recall the conceptual crux of the lower bound for 𝑞-LDCs in
Section 2.3 and Chapter 11 and then use it to motivate our approach for 3-LCCs.

12.1.1 The naive XOR instance and LDC lower bounds

To begin, we will summarize the approach of Section 2.3 and Chapter 11 for the case of 𝑞-LDCs.
Let us start by recalling the combinatorial characterization (formalized as the normal form in
Definition 3.3.9). A code ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 is a (𝑞, 𝛿)-LDC if for every 1 ≤ 𝑖 ≤ 𝑘, there exists
a 𝑞-uniform hypergraph matching 𝐻𝑖 over [𝑛] of size 𝛿𝑛 such that for every 𝑏 ∈ {−1, 1}𝑘 and
codeword 𝑥 = ℒ(𝑏), for every 𝑖 ∈ [𝑘] and every 𝐶 ∈ 𝐻𝑖 , it holds that 𝑥𝐶 = 𝑏𝑖 . The combinatorial
characterization above can be easily seen to be equivalent to the satisfiability of a family of 𝑞-XOR
instances.
Observation 12.1.1 (LDCs and a Family of XOR Instances). Let 𝐻1,𝐻2, . . . ,𝐻𝑘 be 𝑞-uniform hyper-
graph matchings on [𝑛] of size 𝛿𝑛. For every 𝑏 ∈ {−1, 1}𝑘 , define the following 𝑞-XOR instance
Ψ𝑏 in 𝑛 variables 𝑥1, 𝑥2, . . . , 𝑥𝑛 .

∀𝑖 ∈ [𝑘], ∀𝐶 ∈ 𝐻𝑖 , 𝑥𝐶 = 𝑏𝑖 . (12.1)

Then, there exists a (normal form) linear LDC ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 described by the collection
of 𝑞-uniform matchings 𝐻1,𝐻2, . . . ,𝐻𝑘 on [𝑛] if and only if Ψ𝑏 is satisfiable for every 𝑏 ∈ {−1, 1}𝑘 .

If ℒ is a (𝑞, 𝛿)-LDC described by matchings 𝐻1,𝐻2, . . . ,𝐻𝑘 , then 𝑥 = ℒ(𝑏) satisfies all the
constraints in Ψ𝑏 . Conversely, if Ψ𝑏 is satisfiable for every 𝑏, then one can easily construct a linear
map ℒ (easily seen to be a linear (𝑞, 𝛿)-LDC) where ℒ(𝑏) is some satisfying assignment to Ψ𝑏 .

The main idea of Section 2.3 and Chapter 11 is to show that for any collection of 𝛿𝑛-size
𝑞-matchings 𝐻1,𝐻2, . . . ,𝐻𝑘 , if 𝑘 is large enough as a function of 𝑛, then for a randomly chosen
𝑏, Ψ𝑏 is unsatisfiable with high probability. This implies an upper bound on 𝑘. Now, when 𝑏
is random, Ψ𝑏 is XOR formula generated via 𝑘 ≪ 𝑛 bits, i.e., much smaller than the number
of variables. Thus, a naive union bound argument cannot establish unsatisfiability of Ψ𝑏 . In
Section 2.3 and Chapter 11, we established unsatisfiability of Ψ𝑏 for a random 𝑏 via a spectral
refutation using Kikuchi matrices.

Spectral refutations for 𝚿𝒃. Let us now recall how the spectral refutation in Section 2.3 and Chap-
ter 11 works. For our purpose of illustrating the conceptual idea, we will focus on the simpler
setting of even 𝑞 and sketch the proof that 𝑘 ≤ �̃�(𝑛1−2/𝑞) for 𝑞-LDCs, which we saw in Section 2.3.

First, we observe that for the XOR instance Ψ𝑏 , there is an associated “instance polyno-
mial” Ψ𝑏(𝑥) B

∑𝑘
𝑖=1

∑
𝐶∈𝐻𝑖 𝑏𝑖𝑥𝐶 . We note that Ψ𝑏(𝑥) is the number of constraints satisfied

by 𝑥 minus the number of constraints violated, and thus Ψ𝑏 is unsatisfiable if and only if
val(Ψ𝑏) B max𝑥∈{−1,1}𝑛 Ψ𝑏(𝑥) is less than

∑𝑘
𝑖=1 |𝐻𝑖 | = 𝑘 · 𝛿𝑛. Thus, to show that Ψ𝑏 is unsatisfiable,

we will bound val(Ψ𝑏).
To do this, we define a Kikuchi matrix whose quadratic form is equal to Ψ𝑏(𝑥) using the

strategy we developed in Chapter 2.
Definition 12.1.2 (Kikuchi matrix and graphs, Definition 2.1.1 restated). Let 𝐶 ∈

([𝑛]
𝑞

)
, let ℓ be a

parameter, and let 𝑁 B
(𝑛
ℓ

)
. Let 𝐴𝐶 ∈ {0, 1}𝑁×𝑁 be the matrix indexed by sets 𝑆 ∈

([𝑛]
ℓ

)
where
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𝐴𝐶(𝑆,𝑇) = 1 if 𝑆 ⊕ 𝑇 = 𝐶, and 0 otherwise. Let 𝐴𝑖 B
∑
𝐶∈𝐻𝑖 𝐴𝐶 , and let 𝐴 B

∑𝑘
𝑖=1 𝑏𝑖𝐴𝑖 . We

naturally interpret (and by abuse of notation, also call) 𝐴𝐶 , 𝐴𝑖 and 𝐴 as adjacency matrices of
“Kikuchi graphs” on the vertex set

([𝑛]
ℓ

)
.

Observe that 𝐴𝐶 is a matching on vertex set
([𝑛]
ℓ

)
of size 𝐷 =

( 𝑛−𝑞
ℓ−𝑞/2

) ( 𝑞

𝑞/2
)

(see Proposition 2.1.2).

For any 𝑥 ∈ {−1, 1}𝑛 , let 𝑥⊙ℓ denote the ℓ -wise monomial vector indexed by 𝑆 ∈
([𝑛]
ℓ

)
with

corresponding entry equal to 𝑥𝑆. Then, 𝑥⊙ℓ⊤𝐴𝐶𝑥⊙ℓ = 𝐷𝑥𝐶 . Consequently, 𝑥⊙ℓ⊤𝐴𝑥⊙ℓ = 𝐷Ψ𝑏(𝑥).
Thus, if 𝑥 ∈ {−1, 1}𝑛 satisfies Ψ𝑏 , then we have the following inequality that upper bounds 𝑘 in
terms of ∥𝐴∥2:

𝑘𝛿𝑛 = Ψ𝑏(𝑥) ≤
1
𝐷

𝑥⊙ℓ2
2 ∥𝐴∥2 =

(𝑛
ℓ

)
𝐷
∥𝐴∥2 ≤ 𝑂((𝑛/ℓ )𝑞/2) ∥𝐴∥2 . (12.2)

We now choose 𝑏 ∈ {−1, 1}𝑘 uniformly at random and consider 𝐴 =
∑
𝑖 𝑏𝑖𝐴𝑖 , which is a ma-

trix Rademacher series of the 𝐴𝑖’s. By the Matrix Khintchine inequality (Fact 3.4.2), ∥𝐴∥2 ≤
𝑂(

√
log𝑁)

∑
𝑖 𝐴

2
𝑖

1/2
2 with high probability.

A combinatorial proxy for ∥𝑨∥2. Let Δ𝑖 be the maximum degree of any node in the Kikuchi
graph 𝐴𝑖 , and let Δ = max1≤𝑖≤𝑘 Δ𝑖 . Then, we can naively bound

∑
𝑖 𝐴

2
𝑖


2 ≤

∑
𝑖 ∥𝐴𝑖 ∥22 ≤ 𝑘Δ2.

Thus, the maximum degree of the 𝐴𝑖’s naturally controls the spectral norm of 𝐴 as ∥𝐴∥2 ≤
Δ ·𝑂(

√
𝑘ℓ log 𝑛).

Let us now investigate bounds on Δ. Since for each 𝐶 ∈ 𝐻𝑖 , 𝐴𝐶 contributes 𝐷 edges to 𝐴𝑖 ,
the average degree of 𝐴𝑖 is clearly 𝛿𝑛𝐷/𝑁 ∼ 𝑛(ℓ/𝑛)𝑞/2. Thus, Δ ≥ 𝑂(1)max{1, 𝑛(ℓ/𝑛)𝑞/2}. If Δ
happens to be equal to this minimum possible value, then substituting it in Eq. (12.2) yields:

𝑘𝛿𝑛 ≤ 𝑂(1)
(𝑛
ℓ

) 𝑞/2 √
𝑘ℓ log 𝑛 ·max{1, 𝑛(ℓ/𝑛)𝑞/2} ,

which implies that 𝑘 ≤ 𝑂(ℓ log 𝑛) ·max{𝑛𝑞−2/ℓ 𝑞 , 1}. This is minimized at ℓ = 𝑛1−2/𝑞 to give the
lower bound of 𝑘 ≤ �̃�(𝑛1−2/𝑞), i.e., 𝑛 ≥ Ω̃(𝑘𝑞/(𝑞−2)).
Handling irregularities: row pruning via polynomial concentration. We will now (for the first
time in the argument) use that the 𝐻𝑖’s are matchings to argue that while the 𝐴𝑖’s are certainly
not approximately regular (i.e., max degree Δ𝑖 at most a polylog(𝑛) factor larger than the average-
degree), there is only a small fraction of nodes in any 𝐴𝑖 that have a large degree. Of course, a
small fraction of rows can still cause ∥𝐴∥2 to be too large. In order to circumvent this issue, we
observe that the argument in Eq. (12.2) works even if we were to replace 𝑁 ∥𝐴∥2 (maximum over
arbitrary quadratic forms) by ∥𝐴∥∞→1 (maximum over quadratic forms on ±1-coordinate vectors).
The latter quantity is insensitive to dropping a small fraction of rows since ±1-coordinate vectors
when restricted to a small number of rows must have correspondingly small ℓ2-norm.

To prove that only a small fraction of nodes can have a large degree in any 𝐴𝑖 , we view the
degree of any node 𝑆 as a polynomial in the corresponding indicator variables 𝑧 ∈ {0, 1}𝑛 with∑
𝑖 𝑧𝑖 = ℓ and use tail inequalities for low-degree polynomials (that generalize concentration of

Lipschitz functions) of Kim and Vu and extensions [KV00, SS12] to bound the chance that it takes
a value polylog(𝑛) times the average. This relies on establishing strong bounds on the expected
partial derivatives of the degree polynomial by using that the 𝐻𝑖’s are matchings.

The key heuristic: high density for Kikuchi graphs at low levels. Let’s summarize the crucial
steps of the above argument as follows: (1) 𝑞-LDCs naturally yield XOR instances of arity 𝑞, (2)
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to obtain our lower bound, we need that the Kikuchi matrices 𝐴𝑖 corresponding to a matching 𝐻𝑖

are approximately regular (after dropping a negligible fraction of rows), and (3) the argument
can only yield a bound of the form 𝑘 ≲ ℓ where ℓ is the smallest level of the Kikuchi graphs 𝐴𝑖
with an average degree ≫ 1. More precisely, if there are 𝑚𝑖 constraints of arity 𝑞 in 𝐻𝑖 , then
the threshold ℓ is the smallest integer satisfying 𝑚𝑖(ℓ/𝑛)𝑞/2 ≫ 1 for all 𝑖 ∈ [𝑘]. Note that this
threshold ℓ increases as 𝑞 increases.

We assert that even though the argument Chapter 11 for the case when 𝑞 = 3 requires
more work (in both the design of the Kikuchi matrix itself and its analysis), the heuristic above
continues to hold. Let us also note that ensuring approximate regularity is usually the trickiest
aspect of the proof. In particular, while the heuristic above makes sense for all odd 𝑞 (and not just
𝑞 = 3), and in Chapter 11 we failed to obtain an improved lower bound for odd 𝑞 > 3 because we
were unable to find an appropriate “decomposition” that ensures approximate regularity of the
resulting Kikuchi matrices.

Thus, in order to obtain an exponential lower bound, as in Theorem 8, via the schema above,
we must construct Kikuchi graphs that have constant density (i.e., average degree) at much a
lower level ℓ . Specifically, we will need to be able to take ℓ = polylog(𝑛).1

12.1.2 Long chain derivations: stronger spectral refutations by increased density

Given the key heuristic above, we now show how to build XOR instances from 3-LCCs that
yield constant density Kikuchi matrices at level ℓ = polylog(𝑛). Our instances will balance two
opposing concerns. On the one hand, the constraints will be of large arity (in fact, 𝑂(log 𝑛) arity)
which, given the discussion above, hurts the density at lower levels. Nonetheless, we will show
that the number of higher arity constraints that we produce grows fast enough to compensate for
this and gives us an overall increase in density at lower ℓ . We note (with the hope of pointing
the reader to the trickiest part of the proof that motivates all our setup) that the analysis of “row
pruning” i.e., arguing approximate regularity after removing a negligible fraction of rows, will
get significantly more involved and motivates all our design choices. This includes the specific
type of Kikuchi matrices that we will choose and a new decomposition for the constraints that,
while a bit unnatural at the outset, helps guarantee approximate regularity. Let us see these ideas
in more detail next.

Like 3-LDCs, 3-LCCs can, without loss of generality, be assumed to be (3, 𝛿)-normal. Thus,
for any 3-LCC ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 , there are 3-uniform hypergraph matchings 𝐻1, . . . ,𝐻𝑛 on
[𝑛], each of size 𝛿𝑛, such that for every 𝑏 ∈ {−1, 1}𝑘 , 𝑢 ∈ [𝑛], and 𝐶 ∈ 𝐻𝑢 , the encoding 𝑥 = ℒ(𝑏)
satisfies 𝑥𝐶 = 𝑥𝑢 . Note that the key difference between LCCs and LDCs is that here we have a
“local correcting” hypergraph 𝐻𝑢 for each 𝑢 ∈ [𝑛], instead of only a hypergraph for each 𝑖 ∈ [𝑘] in
the case of LDCs.

The naive XOR instances. Similar to Observation 12.1.1, the combinatorial characterization

1We note that while our lower bounds appear to get weaker as ℓ grows, generic convergence results about the
Kikuchi matrices imply that taking ℓ ∼ 𝑛 and bounding Ψ𝑏 in terms of ∥𝐴∥2 yields the optimal bound on 𝑘, whatever
it may be! The reason the current argument (which is likely suboptimal) does not extend beyond ℓ = 𝑛1−2/𝑞 is
the potentially superfluous

√
log𝑁 multiplicative loss in the matrix Khintchine inequality. Investigating when

this
√

log𝑁 factor (which is tight in the worst case) can be removed is the topic of an ongoing research effort in
random matrix theory [BBH23] and is naturally related to other problems such as resolving the matrix Spencer
conjecture [Zou12, Mek14].
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Figure 12.1: A 2-chain with head 𝑢. Note that 𝐶 ∪ {𝑤} ∈ 𝐻𝑢 and 𝐶′ ∪ {𝑤′} ∈ 𝐻𝑤 , and that
𝑥 = ℒ(𝑏) satisfies 𝑥𝐶𝑥𝑤 = 𝑥𝑢 and 𝑥𝐶′𝑥𝑤′ = 𝑥𝑤 , and therefore 𝑥𝐶𝑥𝐶′𝑥𝑤′ = 𝑥𝑢 .

yields that the XOR instance with constraints 𝑥𝐶 = 𝑥𝑢 for every 𝐶 ∈ 𝐻𝑢 and 𝑢 ∈ [𝑛] (where on
the right-hand side, we set 𝑥𝑢 = 𝑏𝑢 whenever 𝑢 ∈ [𝑘]) is satisfiable for every 𝑏 ∈ {−1, 1}𝑘 . If we
focus only on the constraints corresponding to 𝐻𝑢 for 𝑢 ∈ [𝑘] (i.e., the “systematic” bits in the
codeword), then we recover the same XOR instance as in the case of 3-LDCs and our method
from above yields 𝑘 ≤ �̃�(𝑛1/3). To improve on this significantly lossy formulation, we must make
use of the additional constraints 𝐻𝑢 for 𝑢 ∉ [𝑘]. More specifically, if we were to only use the
hypergraphs 𝐻𝑢 for 𝑢 ∈ [𝑘], then any lower bound we could prove would hold for LDCs as well,
and in particular one could not hope to prove Theorem 8, which is false for LDCs.

Long chain derivations. We now show how to use the additional constraints in order to build a
higher arity XOR instance that is (1) approximately regular (after an appropriate decomposition),
and (2) results in high-density Kikuchi graphs at polylog(𝑛) levels. We will construct higher arity
XOR instances that use the additional constraints above using a structured variant of low-width
XOR resolution [Gri01, Sch08] that we call long chain derivations.

Let us start by forming extra constraints via 2-chains. Observe that for any 𝑢 ∈ [𝑛] and
𝐶 ∈ 𝐻𝑢 , we have that for any 𝑏 ∈ {−1, 1}𝑘 , 𝑥 = ℒ(𝑏) ∈ {−1, 1}𝑛 satisfies the equation 𝑥𝑢𝑥𝐶 = 1.
Now, let us choose 𝑤 ∈ 𝐶 and 𝐶′ ∈ 𝐻𝑤 . We also have that 𝑥𝑤𝑥𝐶′ = 1. As 𝑥𝐶 = 𝑥𝐶\{𝑤}𝑥𝑤 , it follows
that the “derivation” 𝑥𝑢𝑥𝐶\{𝑤}𝑥𝐶′ = 1 also holds, since 𝑥2

𝑤 = 1. We shall call such a constraint
a “2-chain” — it connects two constraints intersecting in one variable. We can think of such a
2-chain as a tuple (𝑢,𝐶,𝑤,𝐶′,𝑤′), where 𝐶 ∪ {𝑤} ∈ 𝐻𝑢 and 𝐶′ ∪ {𝑤′} ∈ 𝐻𝑤 , and this yields the
constraint 𝑥𝐶𝑥𝐶′𝑥𝑤′ = 𝑥𝑢 (see Fig. 12.1).

Consider now the 2-chains ∪𝑖∈[𝑘]ℋ (2)𝑖 , i.e., 2-chains of the form (𝑖,𝐶,𝑤,𝐶′,𝑤′)where 𝑖 ∈ [𝑘].
Then, the constraints have the form 𝑥𝐶𝑥𝐶′𝑥𝑤′ = 𝑏𝑖 , so they decode the 𝑖-th independent bit 𝑏𝑖 . We
have thus formed a new set of constraints with “right-hand side” 𝑏𝑖 .

A heuristic calculation. Let us now do a heuristic calculation (that ignores the key issue of
approximate regularity) to see if we improve the density at lower Kikuchi levels by taking
the XOR instances corresponding to 2-chains. For any fixed “head” 𝑖 ∈ [𝑘], there are (3𝛿𝑛)2
2-chains. This is because we have 𝛿𝑛 choices for 𝐶 ∪ {𝑤} ∈ 𝐻𝑖 , followed by 3 ways to choose
𝑤 from 𝐶 ∪ {𝑤}, and then similarly 3𝛿𝑛 choices in total for (𝐶′,𝑤′). Let ℋ (2)

𝑖
denote the set of

2-chains with head 𝑖. We have thus produced ∼ 𝑛2 constraints and each constraint has arity 5,2 as
|𝐶 | = |𝐶′ | = 2.

The Kikuchi matrix in Definition 12.1.2 only makes sense for even 𝑞, but let us still do a
“pretend” calculation of the relative density for the arity 5 constraints we have produced. This

2Some constraints may have additional variable cancellations and thus have arity < 5. However, as the density gets
worse as the arity increases, this is only “better” for us.
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can be made precise with a slightly more sophisticated Kikuchi matrix (which we have seen in
Chapter 11), so this is still a meaningful heuristic.

The density (i.e., average degree) for the Kikuchi matrix 𝐴𝑖 is now 𝑛2(ℓ/𝑛)𝑞/2 ∼ 𝑛2(ℓ/𝑛)5/2 ∼
ℓ 2.5/𝑛0.5. This density is ≫ 1 whenever ℓ ≫ 𝑛1/5, so one might expect to obtain a bound of
𝑘 ≲ 𝑛1/5 (beating the 𝑛1/3 bound for the naive XOR instance) when working with 2-chains — a
construction that crucially relies on additional structure in 3-LCC! While there are lot of details
that we have simply ignored in doing this calculation, it does suggest that we are able to achieve
a constant-density Kikuchi matrix 𝐴𝑖 at a lower level ℓ . A similar calculation (that we will omit
here) for chains of larger length, say 𝑟, shows that the smallest level ℓ at which we can obtain
constant density Kikuchi matrices is ℓ ∼ 𝑛1/2𝑟 , and this suggests that we might be able to obtain
constant density at level ℓ = polylog(𝑛) if we work with 𝑟 ∼ log 𝑛 length chains.

In Section 12.3, as a warmup to our somewhat technical proof of the main theorem, we present
a complete analysis of the 2-chains (with extended commentary) to obtain a 𝑘 ≤ �̃�(𝑛1/4) bound
(giving a polynomial improvement on the ∼ 𝑛1/3 lower bound on 3-LDCs already!) in order to
illustrate (a simplified version of) the set of new tools that go into the analysis.

12.1.3 From the heuristic to a proof

In the remaining part of this overview, we briefly discuss the technical tools we develop to turn
the above heuristic calculation into a full proof. We note that the actual parameters become rather
delicate. For readers familiar with the literature on random CSP refutation (our setting resembles
semirandom XOR refutation with complicated correlations in the right-hand sides), this is similar
to the analysis getting rather delicate when dealing with XOR instances with super-constant arity.

Setting up the Kikuchi matrix. The instances produced by forming 𝑟-chains yield XOR instances
of (odd) arity 2𝑟 + 1. We build a different Kikuchi matrix by first applying the “Cauchy–Schwarz”
trick — a standard idea in CSP refutation also utilized in Section 5.1 and Chapter 11. In our case,
the XOR instance produced after this trick corresponds to constraints formed by joining two
𝑟-chains at their “tails” whenever the tails match. We choose a variant of the Kikuchi matrix for
the “Cauchy–Schwarzed instance” except for the key difference that it is indexed by 2𝑟-tuples of
sets of size ℓ (instead of a single set of size ℓ ) in the sketch above.

Regularity decomposition. If 𝐻1,𝐻2, . . . 𝐻𝑛 are such that no pair of variables appears in more
than one hyperedge (“no heavy pairs”) across all the 𝐻𝑖’s, then it turns out that the resulting
Kikuchi matrices satisfy approximate regularity after pruning a negligible fraction of rows. This
“no heavy pair” property holds, e.g., if 𝐻𝑖’s are uniformly random and independent hypergraph
matchings of size 𝛿𝑛. It also holds in the design case (Theorem 9) by assumption.

However, when the𝐻𝑖 ’s are arbitrary, and in particular when there are “heavy pairs” (i.e. pairs
of variables that appear in≫ log 𝑛 hyperedges across the 𝐻𝑖’s), the resulting Kikuchi matrices
are far from being approximately regular. Our key technical idea is a new decomposition procedure
that operates directly on the chains. Such a decomposition procedure partitions the chains into
∼ 𝑟 different groups such that each group admits a (different, appropriately defined) Kikuchi
matrix that satisfies approximate regularity. Regularity decompositions have been used many
times already in this thesis (see Sections 5.2, 7.3 and 11.0.1). However, our notion of regularity is
(necessarily) significantly weaker (we call it “smoothed partitioning”) that, unlike the method in,
say, Section 5.2, does not “by design” ensure approximate regularity of the Kikuchi matrices after
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removing only a negligible fraction of rows. Instead, our argument for approximate regularity
relies on combining the guarantees of the decomposition with (1) an appropriate choice of Kikuchi
matrix for each piece in the partition, and (2) the structure in the chains arising by virtue of 𝐻𝑖’s
being matchings.

Polynomial concentration: bounding expected derivatives. Our main technical step (the subject
of Section 12.7) is proving that our weak notion of regularity combined with the fact that 𝐻𝑖’s
are matchings is enough to control expected partial derivatives of the “degree-polynomial” that
computes the degrees of nodes in the Kikuchi graph.

Our original proof of approximate regularity of the Kikuchi graph from the smoothed par-
titioning of the chains (which appeared in [KM24a]) used a “partite” version of the Kim–Vu
inequality [KV00, SS12]. This original proof results in a final bound of 𝑘 ≤ 𝑂(log8 𝑛), or a lower
bound of 𝑛 ≥ 2Ω(𝑘

1/8). In the proof presented in this thesis, we shall incorporate the second
moment method row pruning argument of [Yan24], which saves a few polylog(𝑛) factors and
results in a 2Ω(𝑘

1/4) bound.
We note that the analysis of the expected partial derivatives of the “degree polynomial”

(which we use to prove approximate regularity) and the interplay of these bounds with our
decomposition of chains is the key technical part (and the focus of Section 12.7) of our proof. In
order to illustrate this technical part in a “base” case that still captures some of the complications,
we present the case of 2-chains as a warmup in the next section.

12.2 Proof of Theorem 9

In this section, we prove Theorem 9. The proof is substantially simpler than the proofs of
Theorems 8 and 10. The proof here will be self-contained, and will also serve as a partial warmup
to Theorems 8 and 10.

The proof presented follows the overall blueprint described in Sections 12.1 and 12.3, although
we will present it via a slightly different lens. Namely, we will use the design 3-LCCℒ to construct
a 2-query linear locally decodable code, and then we will apply the lower bound of [GKST06].3 We
will incorporate the clever second moment method proof of the row pruning step due to [Yan24],
which is very similar to the edge deletion method of [HKM23] done in the context of semirandom
and smoothed CSP refutation (Part I). The key reason that we save the final log 𝑛 factors is by
using a more carefully chosen Kikuchi graph, a sharp accounting of binomial coefficients, and
the crucial use of the fact that in the design case, the hypergraph matchings are perfect.

Let us now proceed with the proof. Let ℒ : {0, 1}𝑘 → {0, 1}𝑛 be a design 3-LCC. Namely,
there exists a 4-uniform hypergraph design 𝐻 ⊆

([𝑛]
4

)
such that for all 𝐶 ∈ 𝐻,

∑
𝑣∈𝐶 𝑥𝑣 = 0 for all

𝑥 ∈ ℒ. Without loss of generality, we may assume that ℒ is systematic, i.e., for each 𝑏 ∈ {0, 1}𝑘 ,
ℒ(𝑏)𝑖 = 𝑏𝑖 . To bound 𝑘, we will give another linear map ℒ′ : {0, 1}𝑛 → {0, 1}2𝑛𝑁 , where 𝑁 =

(𝑛
ℓ

)
for some parameter ℓ = (1 + 𝑜(1)) log2 𝑛, and we will show that ℒ′ ◦ ℒ : {0, 1}𝑘 → {0, 1}𝑁 is

3The proof overview in Sections 12.1 and 12.3 is presented using the perspective of spectral refutation and matrix
concentration bounds, even though the final proof in the case of linear LCCs (Theorem 8) can be phrased as a reduction
to a 2-LDC. Here, we present the proof as a reduction as it is a more accessible and combinatorial analysis, although
we note that one could prove the same result using matrix concentration as well. The proof of the nonlinear case
(Theorem 10) requires the spectral refutation perspective.
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a 2-query linear locally decodable code with 𝛿 = 1
2 (1 − 𝑜(1)). We can then apply Fact 3.3.4 to

conclude that (1− 𝑜(1))𝑘 ≤ 2𝛿𝑘 ≤ log2 𝑁 ≤ (ℓ + 1) log2 𝑛 where ℓ = (1+ 𝑜(1)) log2 𝑛.
For each 𝑢 ∈ [𝑛], we let 𝐻𝑢 denote the 3-uniform hypergraph defined from 𝐻 as specified in

Remark 3.3.12, i.e., 𝐻𝑢 = {𝐶 : 𝐶 ∪ {𝑢} ∈ 𝐻}. As shown in Remark 3.3.12, 𝐻𝑢 is a matching of size
𝛿𝑛 = 𝑛−1

3 , i.e., 𝛿 B 1
3 − 1

3𝑛 .

Step 1: forming long chain derivations. In the first step of the proof, we use the initial system
of constraints 𝐻 to define a larger system of constraints, called long chain derivations.
Definition 12.2.1. Let 𝐻1, . . . ,𝐻𝑛 be the 3-uniform hypergraph matchings defined from the 4-
design 𝐻. An 𝑟-chain with head 𝑢0 is an ordered sequence of vertices of length 3𝑟 + 1, given by
𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑣2(𝑟−1)+1, 𝑣2(𝑟−1)+2, 𝑢𝑟), such that all the 𝑣ℎ’s are distinct4 and for
each ℎ = 0, . . . , 𝑟 − 1, it holds that {𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1} ∈ 𝐻𝑢ℎ . We letℋ (𝑟)𝑢 denote the set of 𝑟-chains
with head 𝑢.

We let 𝐶𝐿 = (𝑣1, 𝑣3, 𝑣5, . . . , 𝑣2(𝑟−1)+1) denote the “left half” of the chain, and 𝐶𝑅 = (𝑣2, 𝑣4, 𝑣6, . . . , 𝑣2(𝑟−1)+2)
denote the “right half”. We call 𝑢𝑟 the “tail”.

We observe thatℋ (𝑟)𝑢 has size at most (6𝛿𝑛)𝑟 and size at least (6𝛿𝑛 − 4𝑟)𝑟 . Indeed, the upper
bound follows because, given a partial chain (𝑢0, 𝑣1, 𝑣2, . . . , 𝑢ℎ), there are exactly 6𝛿𝑛 choices of
(𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1) (which we note are ordered), and the lower bound follows because there are
always at least 6𝛿𝑛 − 4ℎ ≥ 6𝛿𝑛 − 4𝑟 choices, as each vertex 𝑣 can appear in either the first or
second spot in at most 2 ordered hyperedges in 𝐻𝑢′ for any 𝑢′ ∈ [𝑛].

The following observation asserts that the system of linear equations given by the chains are
satisfied by every 𝑥 ∈ ℒ.
Observation 12.2.2. Let 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑣2(𝑟−1)+1, 𝑣2(𝑟−1)+2, 𝑢𝑟) ∈ ℋ (𝑟)𝑢 be an 𝑟-chain,
with left half 𝐶𝐿 and right half 𝐶𝑅. Then, for any 𝑥 ∈ ℒ, it holds that 𝑥𝑢𝑟 +

∑
𝑣∈𝐶𝐿 𝑥𝑣 +

∑
𝑣∈𝐶𝑅 𝑥𝑣 =

𝑥𝑢0 .

Proof. For any chain 𝐶, we have that for all ℎ = 0, . . . , 𝑟 − 1, it holds that {𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1} ∈ 𝐻𝑢ℎ ,
which implies that 𝑥𝑣2ℎ+1 + 𝑥𝑣2ℎ+2 + 𝑥𝑢ℎ+1 = 𝑥𝑢ℎ for all 𝑥 ∈ ℒ. By taking the product over all these
equations, Observation 12.2.2 follows. □

Step 2: defining the Kikuchi graphs. In this step, we will define two linear maps ℒ1 : {0, 1}𝑛 →
{0, 1}𝐿 and ℒ2 : {0, 1}𝑛 → {0, 1}𝑅, where 𝐿 =

([𝑛]
ℓ

)
× [𝑛], 𝑅 =

([𝑛]
ℓ

)
, and ℓ is a parameter, as follows.

Let ℒ1(𝑥)(𝑆,𝑣) B 𝑥𝑣 +
∑
𝑣′∈𝑆 𝑥𝑣′, and let ℒ2(𝑥)𝑇 B

∑
𝑣′∈𝑇 𝑥𝑣′. Note that |𝐿| = 𝑛𝑁 and |𝑅 | = 𝑁 ,

where 𝑁 =
(𝑛
ℓ

)
.

Now, for each 𝑢 ∈ [𝑛], we will use the set of 𝑟-chains ℋ (𝑟)𝑢 to define a bipartite graph 𝐺𝑢
with left vertices 𝐿 and right vertices 𝑅 such that, for each edge ((𝑆, 𝑣),𝑇) in 𝐺𝑢 , it holds that
ℒ1(𝑥)(𝑆,𝑣) +ℒ2(𝑥)𝑇 = 𝑥𝑢 . This graph 𝐺𝑢 will be the following Kikuchi graph.
Definition 12.2.3 (Kikuchi graph). Let ℓ be a parameter, to be determined later, and let 𝐺𝑢
be the graph with left vertex set 𝐿 =

([𝑛]
ℓ

)
× [𝑛] and right vertex set 𝑅 =

([𝑛]
ℓ

)
. For a chain

𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑣2(𝑟−1)+1, 𝑣2(𝑟−1)+2, 𝑢𝑟) ∈ ℋ (𝑟)𝑢 with left half 𝐶𝐿 and right half 𝐶𝑅,
we add an edge ((𝑆,𝑤),𝑇) to 𝐺𝑢 “labeled” by 𝐶 if 𝑆 = 𝐶𝐿 ∪𝑈 , 𝑇 = 𝐶𝑅 ∪𝑈 where |𝑈 | = ℓ − 𝑟5 and
𝑤 = 𝑢𝑟 . Two distinct chains may produce the same edge — we add edges with multiplicity.

4In this section only, we will enforce that all the 𝑣ℎ ’s are distinct, as this will be slightly more convenient.
5Note that here we will use that all the 𝑣ℎ ’s are distinct, so that |𝐶𝐿 | = |𝐶𝑅 | = 𝑟 and |𝐶𝐿 | + |𝐶𝑅 | = 2𝑟.
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We now make the following simple observations about the graph 𝐺𝑢 .
Observation 12.2.4. For any chain 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑣2(𝑟−1)+1, 𝑣2(𝑟−1)+2, 𝑢𝑟) ∈ ℋ (𝑟)𝑢 , the
number of edges in 𝐺𝑢 “labeled” by 𝐶 is exactly

(𝑛−2𝑟
ℓ−𝑟

)
.

In particular, the average left degree of 𝐺𝑢 , denoted by 𝑑𝑢,𝐿 is
(𝑛−2𝑟
ℓ−𝑟

)
/𝑛𝑁 , and the average

right degree, denoted by 𝑑𝑢,𝑅 is
(𝑛−2𝑟
ℓ−𝑟

)
/𝑁 .

Proof. Let 𝐶𝐿 be the left half of 𝐶 and let 𝐶𝑅 be the right half. Because all the 𝑣ℎ’s are distinct, we
have |𝐶𝐿 | = |𝐶𝑅 | = 𝑟 and |𝐶𝐿 ∪ 𝐶𝑅 | = 2𝑟. It follows that the number of pairs ((𝑆,𝑤),𝑇) such that
((𝑆,𝑤),𝑇) is an edge in 𝐺𝑢 labeled by 𝐶 is simply the number of choices for the set 𝑈 , which is a
subset of [𝑛] \ (𝐶𝐿 ∪ 𝐶𝑅) of size ℓ − 𝑟. Thus, there are exactly

(𝑛−2𝑟
ℓ−𝑟

)
choices. □

Observation 12.2.5. For every edge ((𝑆,𝑤),𝑇) in 𝐺𝑢 and 𝑥 ∈ ℒ, it holds that ℒ1(𝑥)(𝑆,𝑤) +ℒ2(𝑥)𝑇 =

𝑥𝑢 .

Proof. Suppose that ((𝑆,𝑤),𝑇) in 𝐺𝑢 is an edge labeled by the chain 𝐶, which has left half 𝐶𝐿 and
right half 𝐶𝑅. We then have that 𝑤 = 𝑢𝑟 , 𝑢 = 𝑢0, and 𝑆 = 𝐶𝐿 ∪𝑈 , 𝑇 = 𝐶𝑅 ∪𝑈 . Therefore,

ℒ1(𝑥)(𝑆,𝑤) +ℒ2(𝑥)𝑇 = 𝑥𝑢𝑟 +
∑
𝑧∈𝑆

𝑥𝑧 +
∑
𝑧∈𝑇

𝑥𝑧

= 𝑥𝑢𝑟 +
∑
𝑧∈𝐶𝐿

𝑥𝑧 +
∑
𝑧∈𝐶𝑟

𝑥𝑧 +
∑
𝑧∈𝑈
(𝑥𝑧 + 𝑥𝑧) = 𝑥𝑢𝑟 +

∑
𝑧∈𝐶𝐿

𝑥𝑧 +
∑
𝑧∈𝐶𝑟

𝑥𝑧 = 𝑥𝑢 ,

where the last equality uses Observation 12.2.2. □

The plan for the remainder of the proof. Let us now take a brief moment to outline the steps for
the remainder of the proof. To construct a 2-LCC, it suffices to show that 𝐺𝑢 admits a matching
𝑀𝑢 of size Ω(𝑁). Indeed, if this were the case, then the matching 𝑀𝑢 would be the matching that
we require to invoke Fact 3.3.4 and thus finish the proof.

To show that 𝐺𝑢 has a large matching, it suffices bound the maximum degree of the graph
by 𝑑, as then 𝐺𝑢 must admit a matching of size at least |𝐸(𝐺𝑢)|/𝑑. However to do this, there
are two issues to resolve. The most obvious issue is that the bipartite graph is unbalanced, i.e.,
|𝐿| = 𝑛 |𝑅 |, and so this prevents us from obtaining a matching of size Ω(|𝐿|). This issue can be
easily fixed by the following trick:6 for each right vertex 𝑇 ∈ 𝑅, we can create 𝑛 copies of 𝑇,
denoted by 𝑇(1), . . . ,𝑇(𝑛), and split the edges adjacent to 𝑇 evenly across the copies. This decreases
the average (and maximum) right degree by a factor of (1− 𝑜(1))𝑛, and fixes the issue.

The second, and much more challenging problem, is that the graph 𝐺𝑢 need not be approxi-
mately biregular. Indeed, if the graph 𝐺𝑢 was exactly biregular, then apply the above “splitting
trick” would imply that the resulting graph has a perfect matching of size 𝑛𝑁/2.

This irregularity issue is a common problem for Kikuchi matrices and has arisen many
times in this thesis. The way to handle this issue is to show that 𝐺𝑢 admits a subgraph 𝐺′𝑢
that is approximately biregular and still contains a significant fraction of the edges of 𝐺𝑢 , i.e.,
|𝐸(𝐺′𝑢)| ≥ Ω(|𝐸(𝐺𝑢)|). This is the “row pruning” step (Section 2.3), which is so named because it
involves pruning rows (and columns) of the adjacency matrix of 𝐺𝑢 . This row pruning step is the
crucial, and by far the most technical, component of the proof.

6This is a nice trick of [Yan24] that, while it does not affect the final bounds, saves a use of the Cauchy–Schwarz
inequality and thus makes the graph 𝐺𝑢 a bit simpler to describe.

151



Step 3: Finding a near-perfect matching in 𝑮𝒖 . We now argue that 𝐺𝑢 admits a degree-bounded
subgraph 𝐺′𝑢 containing (1− 𝑜(1))|𝐸(𝐺𝑢)| edges. The strategy in Sections 12.1 and 12.3 is to use
the moment method to argue that with high probability, a random left (or right) vertex of the
graph has degree at most 𝑂(𝑑𝑢,𝐿) (or 𝑂(𝑑𝑢,𝑅)) with high probability. Here, we will follow the
approach of [HKM23, Yan24], which is to observe that it suffices to compute first and second
moments only. Indeed, it is computing higher moments that causes the loss of several extra log 𝑛
factors in the original proof of [KM24a], as compared to [Yan24].

The key reason we shall save the final log 𝑛 factor is because the matchings 𝐻𝑢 are nearly
perfect, i.e., they have size 𝛿𝑛 where 𝛿 = 1

3 − 1
3𝑛 . This, combined with the careful choice of the

matrix, allows us to take ℓ = 𝑂(𝑟) instead of ℓ = 𝑂(𝑟2), which saves a log 𝑛 factor. We note that
in order to get the sharp constant achieved in Theorem 9, we need to show that 𝐺𝑢 contains a
near-perfect matching.

Let deg𝑢,𝐿(𝑆,𝑤) denote the left degree of (𝑆,𝑤) in 𝐺𝑢 , and let deg𝑢,𝑅(𝑇) denote the right
degree of 𝑇 in 𝐺𝑢 . In the following lemma, we compute the first7 and second moments of the
degree functions. This lemma is the key technical lemma of the proof, and immediately implies
the existence of a degree-bounded subgraph of 𝐺𝑢 of comparable density, as we shall shortly see.
Lemma 12.2.6 (Second moment bounds for the left and right degree). Let ℓ be a parameter with
ℓ ≥ 𝑟 such that 𝑟, ℓ = 𝑜(𝑛1/4). Let 𝐺𝑢 be the graph defined in Definition 12.2.3. Then, it holds that

E(𝑆,𝑤)[deg𝐿(𝑆,𝑤)2] ≤ (1+ 𝑜(1) + 𝜂)E(𝑆,𝑤)[deg𝐿(𝑆,𝑤)] ,
E𝑇[deg𝑅(𝑇)2] ≤ (1+ 𝑜(1))E𝑇[deg𝑅(𝑇)] .

Here, the 𝑜(1) is 𝑂(ℓ 2)/𝑛 and 𝜂 = 𝑛/
(ℓ
𝑟

)
.

We note that when we apply Lemma 12.2.6, we will take 𝑟 = 1
2 log2 𝑛 + 𝑂(log log 𝑛) and

ℓ = 2𝑟 − 1, which will end up satisfying the conditions with 𝜂 = 1/polylog(𝑛).
We postpone the proof of Lemma 12.2.6 to Section 12.2.1. Let us now use Lemma 12.2.6

to extract a near-perfect matching from 𝐺𝑢 . We will assume that ℓ , 𝑟 are chosen so that 𝜂 ≤
1/𝑂(log2 𝑛) = 𝑜(1), which will be the case when we choose parameters.

Using Lemma 12.2.6, we apply Chebyshev’s inequality to observe that for the graph 𝐺𝑢 :
1. There are at least (1 − 𝑜(1))|𝐿| left vertices with degree 𝑑𝑢,𝐿(1 ± 𝑜(1)). Let 𝐿′𝑢 denote these

left vertices.

2. There are at least (1− 𝑜(1))|𝑅 | right vertices with degree 𝑑𝑢,𝑅(1± 𝑜(1)). Let 𝑅′𝑢 denote these
right vertices.

Let 𝐺′𝑢 = 𝐺𝑢[𝐿′𝑢 ,𝑅′𝑢] be the induced subgraph. First, we observe that |𝐸(𝐺′𝑢)| ≥ (1− 𝑜(1))|𝐸(𝐺𝑢)|.
This is because there are at least (1− 𝑜(1))𝑑𝑢,𝐿 |𝐿′𝑢 | ≥ (1− 𝑜(1))(1− 𝑜(1))𝑑𝑢,𝐿 |𝐿| ≥ (1− 𝑜(1))|𝐸(𝐺)|
edges in 𝐺[𝐿′,𝑅] and at least (1 − 𝑜(1))𝑑𝑢,𝑅 |𝑅′𝑢 | ≥ (1 − 𝑜(1))(1 − 𝑜(1))𝑑𝑢,𝑅 |𝑅 | ≥ (1 − 𝑜(1))|𝐸(𝐺)|
edges in 𝐺[𝐿,𝑅′], and therefore 𝐺[𝐿′,𝑅′]must have at least (1− 𝑜(1))|𝐸(𝐺)| edges. Furthermore,
each left vertex in 𝐺′ has degree at most (1+ 𝑜(1))𝑑𝑢,𝐿, and similarly each right vertex has degree
at most (1+ 𝑜(1))𝑑𝑢,𝑅.

Recall that 𝑛 · 𝑑𝑢,𝐿 = 𝑑𝑢,𝑅 and |𝐿| = |𝑅 | · 𝑛. Therefore, by making 𝑛 copies 𝑇(1), . . . ,𝑇(𝑛) of
each vertex 𝑇 in 𝑅 and splitting the edges equally across all copies (and doing the same induced
transformation on 𝐺′𝑢), we can create a new bipartite graph 𝐺′′𝑢 with left vertex set 𝐿 and right
vertex set 𝑅×[𝑛]where 𝐺′′𝑢 has max left (or right!) degree (1+ 𝑜(1))𝑑𝑢,𝐿 and at least (1− 𝑜(1))|𝐸(𝐺)|

7Note that Observation 12.2.4 computes the first moments already.
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edges. Therefore, 𝐺′′𝑢 contains a matching 𝑀𝑢 of size at least (1− 𝑜(1))|𝐸(𝐺)|𝑑𝑢,𝐿 ≥ (1− 𝑜(1))|𝐿|.
Note that this matching is nearly perfect, as the graph 𝐺′′𝑢 has 2|𝐿| vertices, |𝐿| left vertices and |𝐿|
right vertices.

Step 4: proving the final bound. Recall that we began with a linear map ℒ : {0, 1}𝑘 → {0, 1}𝑛
that is a design 3-LCC. We then built the maps ℒ1 : {0, 1}𝑛 → {0, 1}𝐿 and ℒ2 : {0, 1}𝑛 → {0, 1}𝑅,
where 𝐿 =

([𝑛]
ℓ

)
× [𝑛] and 𝑅 =

([𝑛]
ℓ

)
, and the matchings 𝑀𝑢 for each 𝑢 ∈ [𝑛] on the left vertex set 𝐿

and the right vertex set 𝑅 × [𝑛]. To do this, we needed to apply Lemma 12.2.6, which requires
that ℓ , 𝑟 = 𝑜(𝑛1/4). We thus set 𝑟 = ⌈1

2 log2 𝑛 + Γ log2 log2 𝑛⌉ for a sufficiently large constant Γ and
ℓ = 2𝑟 − 1, which satisfies the conditions. We additionally have 𝜂 = 1/log2

2 𝑛, as(
ℓ

𝑟

)
=

(
2𝑟 − 1
𝑟

)
≥ 22𝑟−1

2𝑟
≥ 𝑛 · 2Γ log2 log2 𝑛

𝑂(log 𝑛) ≥ 𝑛 · (log2 𝑛)Γ−1−𝑜(1) ≥ 𝑛(log2
2 𝑛) ,

where we use that
(2𝑟−1
𝑡

)
is maximized at 𝑡 = 𝑟 and 𝑡 = 𝑟 − 1.

Let ℒ′2 : {0, 1}𝑛 → {0, 1}𝑅 × [𝑛] be the map where ℒ′2(𝑥)𝑇(ℎ) = ℒ2(𝑥)𝑇 , where 𝑇(ℎ) is the
ℎ-th copy of 𝑇 in 𝑅 × [𝑛]. A simple corollary of Observation 12.2.5 is that, for any 𝑥 ∈ ℒ,
𝑢 ∈ [𝑛], and edge ((𝑆,𝑤),𝑇(ℎ)) in 𝑀𝑢 , it holds that ℒ1(𝑥)(𝑆,𝑤) + ℒ′2(𝑥)𝑇(ℎ) = 𝑥𝑢 . In particular,
since ℒ is systematic, for any 𝑖 ∈ [𝑘], edge ((𝑆,𝑤),𝑇(ℎ)) in 𝑀𝑢 , and 𝑏 ∈ {0, 1}𝑘 , it holds that
ℒ1(𝑥)(𝑆,𝑤) +ℒ′2(𝑥)𝑇(ℎ) = 𝑥𝑖 = 𝑏𝑖 .

Let ℒ′ : {0, 1}𝑛 → {0, 1}𝐿∪(𝑅×[𝑛]) � {0, 1}2𝑛𝑁 be the map where ℒ′(𝑥)(𝑆,𝑤) = ℒ1(𝑥) and
ℒ′(𝑥)𝑇(ℎ) = ℒ′2(𝑥)𝑇(ℎ) . We have that ℒ ◦ ℒ′ is linear map from {0, 1}𝑘 → {0, 1}2𝑛𝑁 and that
𝑀𝑖 is a matching of size ≥ (1 − 𝑜(1))𝑛𝑁 = 1

2 (1 − 𝑜(1)) · 2𝑛𝑁 that decodes 𝑏𝑖 . Therefore, by
Fact 3.3.4, we conclude that (1− 𝑜(1))𝑘 ≤ log2 𝑁 ≤ (ℓ + 1)(log2 𝑛) = 2𝑟 log2 𝑛 = (1+ 𝑜(1))(log2 𝑛)2,
which proves Theorem 9.

12.2.1 Bounding the second moment of the degrees: proof of Lemma 12.2.6

In this subsection, we compute upper bounds on the second moments of degree functions. This
constitutes the main technical component of the proof.

As one can imagine, computing second moments requires counting the number of chains
𝐶 ∈ ℋ (𝑟)𝑢 where the left half 𝐶𝐿 (or right half 𝐶𝑅) contains a particular set 𝑍. Because of this, we
first prove the following claim.
Claim 12.2.7 (Ideal smoothness of chains from designs). Let 𝐻 be a design 3-LCC and let
𝐻1, . . . ,𝐻𝑛 be the 3-uniform hypergraphs defined in Remark 3.3.12. Let 𝑟 ≥ 1 be an integer,
and let 𝑍 ⊆ [𝑛] be a subset of size 𝑡, for some 0 ≤ 𝑡 ≤ 𝑟. Then, the number of chains 𝐶 ∈ ℋ (𝑟)𝑢
with 𝑍 ⊆ 𝐶𝑅 is at most

(𝑟
𝑡

)
𝑡!(3𝛿𝑛)𝑟−𝑡 · 2𝑟 . And, for any 𝑤 ∈ [𝑛], the number of chains 𝐶 ∈ ℋ (𝑟)𝑢

with tail 𝑤 and 𝑍 ⊆ 𝐶𝐿 is at most
(𝑟
𝑡

)
𝑡!(3𝛿𝑛)𝑟−𝑡−1 · 2𝑟 if 𝑡 ≤ 𝑟 − 1 and 𝑟! · 2𝑟 if |𝑍 | = 𝑟.

Proof. First, let us count the number of chains 𝐶 ∈ ℋ (𝑟)𝑢 with 𝑍 ⊆ 𝐶𝑅. We compute this in a
similar way to our upper bound on |ℋ (𝑟)𝑢 |. First, we pick the

(𝑟
𝑡

)
locations in 𝐶𝑅 (recall that 𝐶𝑅 is

implicitly ordered by the order that the vertices appear in the chain) that will contain 𝑍, and then
we pick one of the 𝑡! ways of ordering the entries of 𝑍 in these locations. Formally, we view this
as fixing an ordered tuple 𝑄 ∈ {[𝑛] ∪★}𝑟 , where the set of non-★ elements of 𝑄 is equal to 𝑍. The
notation 𝑄ℎ = ★ means that the element 𝑣2(ℎ−1)+2 in the chain 𝐶 is “free”, and 𝑄ℎ = 𝑣 means that
we must have 𝑣2(ℎ−1)+2 = 𝑣.
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Next, we count the number of chains as follows. We start with 𝑢0 = 𝑢, and then we choose an
ordered constraint (𝑣1, 𝑣2, 𝑢1) ∈ 𝐻𝑢0 as follows. If 𝑄1 ≠ ★, then we clearly have at most 2 choices,
as we have forced 𝑣2 = 𝑣 for where 𝑣 = 𝑄1, which leaves at most one (unordered) 𝐶 ∈ 𝐻𝑢0 that
contains 𝑣, and then we have 2 ways to order 𝐶. If this is not one of the locations where we have
placed an entry of 𝑍, i.e., 𝑄1 = ★, then we have at most 6𝛿𝑛 choices. In total, we pay at most(𝑟
𝑡

)
𝑡!(6𝛿𝑛)𝑟−|𝑍 |2|𝑍 | =

(𝑟
𝑡

)
𝑡!(3𝛿𝑛)𝑟−|𝑍 |2𝑟 .

Now, we fix 𝑤 ∈ [𝑛] and count the number of chains 𝐶 ∈ ℋ (𝑟)𝑢 with tail 𝑤 and 𝑍 ⊆ 𝐶𝐿. We
first observe that if |𝑍 | = 𝑟, then we have at most 2𝑟 · 𝑟! choices. Indeed, this means that 𝑍 = 𝐶𝐿,
so we first pick an ordering on 𝑍 (to determine the ordering of the vertices in 𝐶𝐿), and then we
pay a factor of 2 per step in the chain (as in the analysis in the previous paragraph). In total, there
are 2𝑟 · 𝑟! choices.

Next, suppose that |𝑍 | ≤ 𝑟 − 1. As before, we pay
(𝑟
𝑡

)
· 𝑡! to determine 𝑄, i.e., the locations and

ordering of 𝑍 within the (ordered) set 𝐶𝐿. Let us now consider a fixed choice of the locations and
ordering. We have two cases.

In the first case, suppose that 𝑄𝑟 = ★, i.e., the vertex of 𝐶𝐿 in the “last link” (namely, 𝑣2(𝑟−1)+1),
is not one of the locations chosen. Then, we can proceed as in the case of 𝐶𝑅, where we pay a
factor of 2 to choose a link where 𝑣2ℎ+1 is determined by 𝑄, and a factor of 6𝛿𝑛 on the other steps.
There is one exception, which is the last step of the chain. Now, because we have also fixed the
tail 𝑤, there are again only 2 choices for this step, even though 𝑄𝑟 = ★. Thus, in total, we have
paid at most 2|𝑍 |+1(6𝛿𝑛)𝑟−|𝑍 |−1 = (3𝛿𝑛)𝑟−|𝑍 | · 2𝑟 .

In the second case, suppose that 𝑄𝑟 ≠ ★, so that the vertex 𝑣2(𝑟−1)+1 is one of the locations
chosen. Let ℎ∗ denote the index of the last ★ in 𝑄, so 𝑄ℎ∗ = ★ and 𝑄ℎ ≠ ★ for all ℎ∗ < ℎ ≤ 𝑟. We
now start at the tail of the chain and work our way backwards until we reach the ℎ-th link in the
chain. In the first step, we have already fixed the tail 𝑤 and the vertex 𝑣2(𝑟−1)+1, and so because 𝐻
is a design, there are at most 2 ordered tuples (𝑣, 𝑣′, 𝑣2(𝑟−1)+1,𝑤)where {𝑣, 𝑣′, 𝑣2(𝑟−1)+1,𝑤} ∈ 𝐻, as
there is one such unordered tuple and then we can swap the locations of 𝑣 and 𝑣′. We continue
backwards along the chain in this way until we reach the location ℎ∗, so that 𝑣2(ℎ∗−1)+1 is not
determined by 𝑄 since 𝑄ℎ∗ = ★. In particular, we have completely determined 𝑢ℎ∗ , along with
the all elements after 𝑢ℎ∗ in the chain, namely (𝑣2ℎ∗+1, 𝑣2ℎ∗+2, . . . , 𝑢𝑟).

Next, we proceed from the start of the chain, again paying 2 for each non-★ entry and 6𝛿𝑛
for each ★ entry, until we reach the ℎ∗-th link. We have thus determined the chain up until (and
including) 𝑢ℎ∗−1, i.e., (𝑢0, 𝑣1, 𝑣2, . . . , 𝑢ℎ∗−1). For the final 2 vertices (𝑣2(ℎ∗−1)+1, 𝑣2(ℎ∗−1)+2), we have
at most 2 choices, because there is at most one hyperedge in 𝐻𝑢ℎ∗−1 that contains 𝑢ℎ∗ , and then we
have 2 ways to order the vertices. In total, we have paid (6𝛿𝑛)𝑟−|𝑍 |−1 · 2|𝑍 |+1 = (3𝛿𝑛)𝑟−|𝑍 |−1 · 2𝑟 , the
same as in the other case.

In total, when |𝑍 | = 𝑡 ≤ 𝑟 − 1, we have at most
(𝑟
𝑡

)
𝑡!(3𝛿𝑛)𝑟−|𝑍 |−1 · 2𝑟 choices. □

With Claim 12.2.7 in hand, we are almost ready to compute the second moments. To begin, we
will first compute good upper bounds on the first moments E(𝑆,𝑤)[deg𝑢,𝐿(𝑆,𝑤)] and E𝑇[deg𝑢,𝑅(𝑇)].
For the remainder of the proof, we may omit the subscript 𝑢 in some places for convenience.
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We have

1(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
(6𝛿𝑛 − 4𝑟)𝑟 ≤ 𝑑𝑅 = E𝑇[deg𝑅(𝑇)] ≤

1(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
(6𝛿𝑛)𝑟 ,

1
𝑛 ·

(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
· (6𝛿𝑛 − 4𝑟)𝑟 ≤ 𝑑𝐿 = E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)] ≤ 1

𝑛 ·
(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
· (6𝛿𝑛)𝑟 .

This is because each chain 𝐶 contributes
(𝑛−2𝑟
ℓ−𝑟

)
edges to the graph 𝐺, and we have already

computed (6𝛿𝑛 − 4𝑟)𝑟 ≤ |ℋ (𝑟)𝑢 | ≤ (6𝛿𝑛)𝑟 . We also clearly have (6𝛿𝑛 − 4𝑟)𝑟 ≥ (6𝛿𝑛)𝑟(1−𝑂(𝑟2/𝑛)),
and so we have:(

1− 𝑂(𝑟
2)

𝑛

)
1(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
(6𝛿𝑛)𝑟 ≤ 𝑑𝑅 = E𝑇[deg𝑅(𝑇)] ≤

1(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
(6𝛿𝑛)𝑟 , (12.3)(

1− 𝑂(𝑟
2)

𝑛

)
1

𝑛 ·
(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
· (6𝛿𝑛)𝑟 ≤ 𝑑𝐿 = E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)] ≤ 1

𝑛 ·
(𝑛
ℓ

) (𝑛 − 2𝑟
ℓ − 𝑟

)
· (6𝛿𝑛)𝑟 . (12.4)

Computing second moment of the right degree. We now compute the second moments. We
will begin with E𝑇[deg𝑅(𝑇)2], as this case is simpler. We have

E𝑇[deg𝑅(𝑇)2]
≤

∑
𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤′)

Pr[𝐶𝑅,𝐶′𝑅 ⊆ 𝑇] (𝑇 adjacent to edge labeled by 𝐶 implies 𝐶𝑅 ⊆ 𝑇)

=
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤′)
|𝐶𝑅∩𝐶′𝑅 |=𝑡

Pr[𝐶𝑅,𝐶′𝑅 ⊆ 𝑇]

=
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤′)
|𝐶𝑅∩𝐶′𝑅 |=𝑡

( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛
ℓ

) (as 𝐶𝑅 ∪ 𝐶′𝑅 ⊆ 𝑇 and |𝐶𝑅 ∪ 𝐶′𝑅 | = 2𝑟 − 𝑡)

≤
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟∑
𝑡=0

(
𝑟

𝑡

)
·
(
𝑟

𝑡

)
𝑡!(3𝛿𝑛)𝑟−𝑡 · 2𝑟 ·

( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛
ℓ

) (by Claim 12.2.7 and
(
𝑟

𝑡

)
to pick 𝑍 ⊆ 𝐶𝑅 where 𝐶𝑅 ∩ 𝐶′𝑅 = 𝑍)

≤
𝑟∑
𝑡=0

(6𝛿𝑛)𝑟
(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!(3𝛿𝑛)𝑟−𝑡 · 2𝑟 ·

( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛
ℓ

)
≤

(
1+ 𝑂(𝑟

2)
𝑛

)
𝑑2
𝑅

𝑟∑
𝑡=0

(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!(3𝛿𝑛)−𝑡

(𝑛
ℓ

) ( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛−2𝑟
ℓ−𝑟

) (𝑛−2𝑟
ℓ−𝑟

) (by Eq. (12.3) .

Now, we apply Fact 3.6.3 to conclude that

E𝑇[deg𝑅(𝑇)2] ≤
(
1+ 𝑂(ℓ

2)
𝑛

)
𝑑2
𝑅

𝑟∑
𝑡=0

(
𝑟

𝑡

)
(3𝛿𝑛)−𝑡𝑛𝑡

(ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

)
=

(
1+ 𝑂(ℓ

2)
𝑛

)
𝑑2
𝑅

𝑟∑
𝑡=0

(3𝛿)−𝑡
(𝑟
𝑡

) (ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

) .
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Now, we observe that
∑𝑟
𝑡=0
(𝑟𝑡)(ℓ−𝑟𝑟−𝑡)
(ℓ𝑟)

= 1, as this is the probability mass function of a hypergeometric

distribution, and that 3𝛿 = 1− 1
𝑛 (as 𝐻 is a design), and so (3𝛿)−𝑡 ≤ (3𝛿)−𝑟 ≤

(
1+ 𝑂(𝑟)

𝑛

)
. Thus,

E𝑇[deg𝑅(𝑇)2] ≤
(
1+ 𝑂(ℓ

2)
𝑛

)
𝑑2
𝑅 ,

which gives the desired bound on the second moment.

Computing second moment of left degree. We now compute E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)2]. We have

E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)2] ≤
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤),𝐶′=(𝐶′
𝐿
,𝐶′
𝑅

,𝑤)
Pr[𝐶𝐿,𝐶′𝐿 ⊆ 𝑆 ∧ 𝑣 = 𝑤] (both chains have same fixed tail 𝑤)

=
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤)
|𝐶𝐿∩𝐶′𝐿 |=𝑡

Pr[𝐶𝐿,𝐶′𝐿 ⊆ 𝑆 ∧ 𝑣 = 𝑤]

=

©«
∑

𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟−1∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤)
|𝐶𝐿∩𝐶′𝐿 |=𝑡

Pr[𝐶𝐿,𝐶′𝐿 ⊆ 𝑆 ∧ 𝑣 = 𝑤]
ª®®®®¬
+

(𝑛−2𝑟
ℓ−𝑟

)
𝑛 ·

(𝑛
ℓ

) · (6𝛿𝑛)𝑟 · 𝑟!2𝑟 ,

where the last equality is because when 𝑡 = 𝑟, then 𝐶𝐿 = 𝐶′
𝐿
, and so Pr[𝐶𝐿 ⊆ 𝑆 ∧ 𝑣 = 𝑤] = (

𝑛−2𝑟
ℓ−𝑟 )
𝑛·(𝑛ℓ )

,

and by Claim 12.2.7, there are 𝑟!2𝑟 choices for 𝐶′.
Let us quickly handle this second term. We have by Eq. (12.4),(𝑛−2𝑟

ℓ−𝑟
)

𝑛 ·
(𝑛
ℓ

) · (6𝛿𝑛)𝑟 · 𝑟!2𝑟 ≤ (
1+ 𝑂(𝑟

2)
𝑛

)
𝑑𝐿 · 𝑟!2𝑟 .

We now compare 𝑑𝐿 and 𝑟!2𝑟 . By Eq. (12.4), we have

𝑑𝐿 ≥
(
1− 𝑂(𝑟

2)
𝑛

)
ℓ !
𝑛ℓ+1
· (𝑛 − 2𝑟)ℓ−𝑟
(ℓ − 𝑟)! · (6𝛿𝑛)

𝑟 ≥
(
1− 𝑂(𝑟

2)
𝑛
− 𝑂(𝑟ℓ )

𝑛

)
(6𝛿)𝑟 · 1

𝑛
· ℓ !
(ℓ − 𝑟)! .

Therefore,

𝑑𝐿

2𝑟𝑟!
≥

(
1− 𝑂(𝑟

2)
𝑛
− 𝑂(𝑟ℓ )

𝑛

)
(3𝛿)𝑟 · 1

𝑛
· ℓ !
(ℓ − 𝑟)!𝑟! =

(
1− 𝑂(𝑟

2)
𝑛
− 𝑂(𝑟ℓ )

𝑛

) (
1− 1

𝑛

) 𝑟
· 1
𝑛
·
(
ℓ

ℓ − 𝑟

)
=

(
1− 𝑂(𝑟ℓ )

𝑛

) (
1− 1

𝑛

) 𝑟
· 1
𝑛
·
(
ℓ

ℓ − 𝑟

)
.

As
( ℓ
ℓ−𝑟

)
= 𝜂𝑛 is the definition of 𝜂 in Lemma 12.2.6, we conclude that

𝑑𝐿

2𝑟𝑟!
≥ 𝜂

(
1− 𝑂(𝑟ℓ )

𝑛

)
,

and so the second term is 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
.
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We now return to the main calculation. We have

E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)2] ≤
©«

∑
𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟−1∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤)
|𝐶𝐿∩𝐶′𝐿 |=𝑡

Pr[𝐶𝐿,𝐶′𝐿 ⊆ 𝑆 ∧ 𝑣 = 𝑤]
ª®®®®¬
+ 𝜂𝑑2

𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)

≤ 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

∑
𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟−1∑
𝑡=0

∑
𝐶′=(𝐶′

𝐿
,𝐶′
𝑅

,𝑤)
|𝐶𝐿∩𝐶′𝐿 |=𝑡

( 𝑛
ℓ−(2𝑟−𝑡)

)
𝑛
(𝑛
ℓ

) (as 𝐶𝐿 ∪ 𝐶′𝐿 ⊆ 𝑆 and |𝐶𝐿 ∪ 𝐶′𝐿 | = 2𝑟 − 𝑡)

≤ 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

∑
𝐶=(𝐶𝐿,𝐶𝑅 ,𝑤)

𝑟−1∑
𝑡=0

(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!2𝑟(3𝛿𝑛)𝑟−𝑡−1

( 𝑛
ℓ−(2𝑟−𝑡)

)
𝑛
(𝑛
ℓ

) (by Claim 12.2.7 and
(
𝑟

𝑡

)
to pick 𝑍 = 𝐶𝐿 ∩ 𝐶′𝐿)

≤ 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

𝑟−1∑
𝑡=0

(6𝛿𝑛)𝑟
(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!2𝑟(3𝛿𝑛)𝑟−𝑡−1

( 𝑛
ℓ−(2𝑟−𝑡)

)
𝑛
(𝑛
ℓ

)
≤ 𝜂𝑑2

𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+ (6𝛿𝑛)

2𝑟

3𝛿𝑛

𝑟−1∑
𝑡=0

(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!(3𝛿𝑛)−𝑡

( 𝑛
ℓ−(2𝑟−𝑡)

)
𝑛
(𝑛
ℓ

)
≤ 𝜂𝑑2

𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

(
1+ 𝑂(𝑟

2)
𝑛

)
𝑑2
𝐿 · (3𝛿)

−1
𝑟−1∑
𝑡=0

(
𝑟

𝑡

) (
𝑟

𝑡

)
𝑡!(3𝛿𝑛)−𝑡

(𝑛
ℓ

) ( 𝑛
ℓ−(2𝑟−𝑡)

)(𝑛−2𝑟
ℓ−𝑟

) (𝑛−2𝑟
ℓ−𝑟

) (by Eq. (12.4))

≤ 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

(
1+ 𝑂(ℓ

2)
𝑛

)
𝑑2
𝐿 · (3𝛿)

−1
𝑟−1∑
𝑡=0

(
𝑟

𝑡

)
(3𝛿𝑛)−𝑡𝑛𝑡

(ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

) (by Fact 3.6.3)

≤ 𝜂𝑑2
𝐿

(
1+ 𝑂(𝑟ℓ )

𝑛

)
+

(
1+ 𝑂(ℓ

2)
𝑛

)
𝑑2
𝐿 · (3𝛿)

−1
𝑟−1∑
𝑡=0

(3𝛿)−𝑡
(𝑟
𝑡

) (ℓ−𝑟
𝑟−𝑡

)(ℓ
𝑟

) .

Now, we have
∑𝑟
𝑡=0
(𝑟𝑡)(ℓ−𝑟𝑟−𝑡)
(ℓ𝑟)

= 1 as this is the probability mass function of a hypergeometric

distribution. As 3𝛿 = 1 − 1/𝑛, it follows that (3𝛿)−𝑡−1 ≤ (3𝛿)−𝑟 ≤ 1 +𝑂(𝑟/𝑛), and therefore we
conclude that E(𝑆,𝑣)[deg𝐿(𝑆, 𝑣)2] ≤

(
1+ 𝑂(ℓ2)

𝑛 + 𝜂
)
𝑑2
𝐿
.

12.3 Warmup: an 𝑛 ≥ Ω̃(𝑘4) lower bound via 2-chains

In this section, we give a detailed sketch of the proof of the following theorem, which is a weaker
version of Theorem 8. Notice that this theorem already improves the prior best known 3-LCC
lower bound, established in Chapter 11, by a polynomial factor in 𝑘.
Theorem 12.3.1 (Weak version of Theorem 8). Let ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 be a linear (3, 𝛿)-LCC in
normal form with 𝛿 = 𝑂(1). Then, 𝑛 ≥ Ω̃(𝑘4).

The theorem above obtains a lower bound of 𝑛 ≳ 𝑘4 — worse than the bound of 𝑛 ≳ 𝑘5

predicted by the heuristic but still beating 𝑛 ≳ 𝑘3 from Theorem 7; we discuss the reason that we
do not match the heuristic in Remark 12.3.2.

Proof. As before, we have 3-uniform hypergraph matchings𝐻1, . . . ,𝐻𝑛 , where for any 𝑢 ∈ [𝑛] and
𝐶 ∈ 𝐻𝑢 , we have that for any 𝑏 ∈ {−1, 1}𝑘 , 𝑥 = ℒ(𝑏) satisfies 𝑥𝐶 = 𝑥𝑢 . Following Section 12.1.2,
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we shall letℋ (2)
𝑖

denote the set of 2-chains with head 𝑖. We define the 5-XOR instance Ψ𝑏(𝑥) as

Ψ𝑏(𝑥) B
𝑘∑
𝑖=1

𝑏𝑖

∑
®𝐶=(𝑖,𝐶0,𝑤0,𝐶1,𝑤1)∈ℋ (2)𝑖

𝑥𝐶0𝑥𝐶1𝑥𝑤1 .

We note that val(Ψ𝑏) = 𝑘(3𝛿𝑛)2 for any 𝑏 ∈ {−1, 1}𝑘 , as the instance is satisfiable and has 𝑘(3𝛿𝑛)2
constraints in total. Following the strategy in Section 12.1.1, we shall use spectral refutation via
Kikuchi matrices to bound val(Ψ𝑏)with high probability for a random 𝑏 ∈ {−1, 1}𝑘 .

12.3.1 Step 1: the Cauchy–Schwarz trick

As we have observed, the basic Kikuchi matrices in Definition 12.1.2 are only defined for con-
straints of even arity, but the constraints inℋ (2)

𝑖
have arity 5, i.e., odd arity. The standard way to

handle odd arity XOR instances is to use the “Cauchy–Schwarz trick”, which produces even arity
instances as follows. Let ®𝐶 ∈ ℋ (2)

𝑖
and ®𝐶′ ∈ ℋ (2)

𝑗
for 𝑖 ≠ 𝑗 ∈ [𝑘] be two constraints in our initial

5-XOR instance, where ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) and ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1)where 𝑤1 = 𝑤′1, i.e., the
last element of both chains is the same. From this pair, we can “cancel” 𝑤1 = 𝑤′1, producing
the derived constraint 𝑥𝐶0𝑥𝐶1𝑥𝐶′0𝑥𝐶

′
1
= 𝑏𝑖𝑏 𝑗 , which has arity 8. We do this for all pairs of chains

with the same “tail” vertex 𝑤. We note that this process produces at least (𝑘(3𝛿𝑛)2)2/𝑛 ∼ 𝑘2𝑛3

constraints.
We now define the following “Cauchy–Schwarzed instance” polynomial:

𝑓𝑏(𝑥) =
∑
𝑖≠𝑗∈[𝑘]

𝑏𝑖𝑏 𝑗

∑
𝑤∈[𝑛]

∑
®𝐶∈ℋ (2)

𝑖
, ®𝐶′∈ℋ (2)

𝑗
:𝑤1=𝑤

′
1=𝑤

𝑥𝐶0𝑥𝐶1𝑥𝐶′0𝑥𝐶
′
1

.

The phrase “Cauchy–Schwarz trick” refers to the fact that one can show 𝑘2𝑛4 ∼ Ψ𝑏(𝑥)2 ≤
𝑛 · 𝑓𝑏(𝑥) + 𝑜(𝑘2𝑛4) via a simple application of the Cauchy–Schwarz inequality and a bound on the
“diagonal terms” where 𝑖 = 𝑗. This reduces the task to bounding the cross-term polynomial 𝑓𝑏 .

We now observe that the “right-hand sides” of the constraints in 𝑓𝑏 are no longer independent,
as they are of the form 𝑏𝑖𝑏 𝑗 for 𝑖 ≠ 𝑗 ∈ [𝑘], and this will cause an issue “downstream” when
we apply matrix concentration bounds, as the matrices will not be independent. To recover
independence, we consider the polynomial 𝑓𝑀,𝑏(𝑥) defined for a (directed) matching 𝑀 on [𝑘]:

𝑓𝑀,𝑏(𝑥) =
∑
(𝑖,𝑗)∈𝑀

𝑏𝑖𝑏 𝑗

∑
𝑤∈[𝑛]

∑
®𝐶∈ℋ (2)

𝑖
, ®𝐶′∈ℋ (2)

𝑗
:𝑤1=𝑤

′
1=𝑤

𝑥𝐶0𝑥𝐶1𝑥𝐶′0𝑥𝐶
′
1

.

Because we now sum over a matching, we have that 𝑏𝑖𝑏 𝑗 and 𝑏𝑖′𝑏 𝑗′ are independent for
different directed edges (𝑖, 𝑗) and (𝑖′, 𝑗′) in 𝑀. And, we can easily relate 𝑓𝑏 and 𝑓𝑀,𝑏 , as 𝑓𝑏(𝑥) =
2(𝑘 − 1)E𝑀 𝑓𝑀,𝑏(𝑥)when 𝑘 is even, and 𝑓𝑏(𝑥) = 2𝑘E𝑀 𝑓𝑀,𝑏(𝑥)when 𝑘 is odd, where the expectation
is over a maximum matching 𝑀. This is because the chance that 𝑀 contains a directed edge (𝑖, 𝑗)
is 1

2(𝑘−1) if 𝑘 is even and 1
2𝑘 if 𝑘 is odd. In particular, there exists a maximum matching 𝑀 such

that val( 𝑓𝑀,𝑏) ≥ 2
𝑘

val( 𝑓𝑏) ∼ 𝑘𝑛3.

Remark 12.3.2. Restricting to a matching 𝑀 loses a factor of 𝑘 in the number of constraints. This
leads to a factor 𝑘 “loss” in the density of the corresponding Kikuchi matrix and is the main reason
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why we obtain weaker bound of 𝑛 ≥ �̃�(𝑘4) instead of 𝑘5 suggested by our heuristic calculation
in Section 12.1.2. A better bound could be obtained by instead following the setup in Chapter 11,
where we split [𝑘] randomly into a left and right set 𝐿 and 𝑅 and only consider constraints where
𝑖 ∈ 𝐿 and 𝑗 ∈ 𝑅 (thereby losing only ∼ 1/2 of the constraints instead of a factor 𝑘). This careful
setup is necessary in Chapter 11 to achieve our goal of obtaining a cubic (as opposed to the known
quadratic) bound, but this makes the “row pruning” step (i.e., arguing approximate regularity of
Kikuchi graphs after removing a negligible fraction of constraints) significantly more challenging.
In our case, the effect of this loss on the final lower bound diminishes as the length of the chain 𝑟
grows and when 𝑟 ∼ log 𝑛, disappears asymptotically, and so we pick a matching 𝑀 to make the
row pruning easier.

12.3.2 Step 2: spectral refutation via Kikuchi matrices

Let us now bound val( 𝑓𝑀,𝑏) (with high probability over 𝑏 ∈ {−1, 1}𝑘) for any maximum matching
𝑀. We introduce our Kikuchi matrices:

Definition 12.3.3. For 𝑖 ≠ 𝑗 ∈ [𝑘] and ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) and ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) with

𝑤1 = 𝑤′1, we define the matrix 𝐴(
®𝐶, ®𝐶′)
𝑖,𝑗 as follows. The rows/columns of the matrix 𝐴(

®𝐶, ®𝐶′)
𝑖,𝑗 are

indexed by a 4-tuple of sets (𝑆0, 𝑆1, 𝑆′0, 𝑆′1), each in
([𝑛]
ℓ

)
, and the ((𝑆0, 𝑆1, 𝑆′0, 𝑆′1), (𝑇0,𝑇1,𝑇′0 ,𝑇′1))-th

entry is 1 if 𝑆0 ⊕ 𝑇0 = 𝐶0, 𝑆1 ⊕ 𝑇1 = 𝐶1, 𝑆′0 ⊕ 𝑇′0 = 𝐶′0, 𝑆′1 ⊕ 𝑇
′
1 = 𝐶′1, and is 0 otherwise.

We let 𝐴𝑖,𝑗 =
∑
®𝐶∈ℋ (2)

𝑖
, ®𝐶′∈ℋ (2)

𝑗
:𝑤1=𝑤

′
1
𝐴
( ®𝐶, ®𝐶′)
𝑖,𝑗 and 𝐴 =

∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐴𝑖,𝑗 .

We now observe that each matrix 𝐴(
®𝐶, ®𝐶′)
𝑖,𝑗 has exactly 𝐷4 nonzero entries, where 𝐷 = 2 ·

(𝑛−2
ℓ−1

)
,

and the matrix has 𝑁4 rows/columns, where 𝑁 =
(𝑛
ℓ

)
. We note that 𝐷/𝑁 ∼ ℓ/𝑛, and so the

average number of nonzero entries per row (or column), i.e., the density, is (𝐷/𝑁)4 ∼ (ℓ/𝑛)4 =

(ℓ/𝑛)𝑞/2, as the arity of the constraints is 8.
We also observe that for any 𝑥 ∈ {−1, 1}𝑛 , 𝐷4 𝑓𝑀,𝑏(𝑥) = 𝑥′⊤𝐴𝑥′, where 𝑥′ is the vector with

(𝑆0, 𝑆1, 𝑆′0, 𝑆′1)-th entry equal to
∏

𝑣∈𝑆0
𝑥𝑣

∏
𝑣∈𝑆1

𝑥𝑣
∏

𝑣∈𝑆′0 𝑥𝑣
∏

𝑣∈𝑆′1 𝑥𝑣 . We thus have that

𝑘𝑛3 ·𝐷4 ≤ 𝐷4 · val( 𝑓𝑀,𝑏) ≤ ∥𝐴∥∞→1 ≤ 𝑁4∥𝐴∥2 .

For any 𝑖 ≠ 𝑗, the matrix 𝐴𝑖,𝑗 has density ∼ 𝑚𝑖,𝑗(𝐷/𝑁)4 ∼ (ℓ/𝑛)4, where 𝑚𝑖,𝑗 is the number of the
constraints in 𝑓𝑏 with right-hand side 𝑏𝑖𝑏 𝑗 . Let us now argue that each𝑚𝑖,𝑗 is at most𝑂(𝑛3). Indeed,
𝑚𝑖,𝑗 is the number of pairs of 2-chains (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2)𝑖 and (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) ∈ ℋ

(2)
𝑗

where

𝑤1 = 𝑤′1. To show that 𝑚𝑖,𝑗 ≤ 𝑂(𝑛3), we pick 𝑤0,𝑤1 and 𝑤′0, for a total of 𝑛3 choices, and observe
that this completely determines both chains. Indeed, because 𝐻𝑖 is a matching, there is at most
one constraint 𝐶 in 𝐻𝑖 that contains 𝑤0, and then 𝐶0 must be 𝐶 \ {𝑤}. This similarly shows that
we have at most one choice of 𝐶1 and also 𝐶′0. Finally, because 𝑤′1 = 𝑤1, and we know 𝑤1, we
thus know 𝑤′1 as well, which by similar reasoning gives us at most one choice for 𝐶′1, and we
have determined the entire chain. We note that we have a lower bound of ∼ 𝑘𝑛3 on the total
number of constraints

∑
(𝑖,𝑗)∈𝑀 𝑚𝑖,𝑗 , so this calculation also shows that no 𝑚𝑖,𝑗 can be much larger

than the average.
Returning to the density calculation, we have shown that 𝐴𝑖,𝑗 has density at most 𝑛3(ℓ/𝑛)4 =

ℓ 4/𝑛. Again, following the blueprint in Section 12.1.1, we will set ℓ = 𝑛1/4 · polylog(𝑛), and we

159



want to show that the matrices 𝐴𝑖,𝑗 satisfy the approximate regularity condition, i.e., the number
of rows/columns with more than Δ = ℓ 4 · polylog(𝑛)/𝑛 nonzero entries is at most 𝑁4/poly(𝑛).
Let us finish the proof, assuming that this holds.

Proof assuming approximate regularity. Let ℬ denote the set of rows/columns that are “bad”
for some pair (𝑖, 𝑗), i.e., the matrix 𝐴𝑖,𝑗 has more than Δ nonzero entries in that row. Let 𝐵𝑖,𝑗 be
the matrix where the rows and columns in ℬ have been all set to 0. Let 𝐵 =

∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐵𝑖,𝑗 . We

have that 𝐵 is the sum of mean 0 independent matrices, each with spectral norm ∥𝐵𝑖,𝑗 ∥2 ≤ Δ.
Therefore, by matrix Khintchine (Fact 3.4.2), we have that with high probability over 𝑏, ∥𝐵∥2 ≤
𝑂(Δ

√
𝑘 log(𝑁4)) = 𝑂(Δ

√
𝑘ℓ log 𝑛).

Now, we observe that ∥𝐴 − 𝐵∥∞→1 ≤ 𝑜(𝑁). This is because the number of nonzero entries that
we have removed from 𝐴 to produce 𝐵 is at most 𝑘 · 𝑛3 · 𝑁4/poly(𝑛) = 𝑜(𝑁4) (there are 𝑘 edges
(𝑖, 𝑗) in the matching 𝑀, each has 𝑚𝑖,𝑗 ≤ 𝑛3 constraints, and each row of 𝐴𝑖,𝑗 has at most 𝑚𝑖,𝑗 ≤ 𝑛3

nonzero entries) provided that the poly(𝑛) factor is large enough. We thus conclude that

𝑘𝑛3 ·𝐷4 ≤ 𝐷4 · val( 𝑓𝑀,𝑏) ≤ ∥𝐴 − 𝐵∥∞→1 +𝑁4∥𝐵∥2 ≤ 𝑜(𝑁4) +𝑁4𝑂(Δ
√
𝑘ℓ log 𝑛) .

Substituting the value for Δ and rearranging, we conclude that 𝑘 ≤ ℓ · polylog(𝑛) ≤ �̃�(𝑛1/4).
We remark that Sections 12.3.1 and 12.3.2 are fairly mechanical, and they justify the use of

the heuristic calculation. The place where we had “freedom” is in the choice of constraints to
use in the initial XOR instance, which we chose to be the 2-chainsℋ (2)

𝑖
. It thus remains to bound

the number of bad rows ℬ. This “row pruning” step is key to converting the heuristic into a full
proof.

12.3.3 Step 3: row pruning, the key technical step

We want to understand if, after dropping a 1/poly(𝑛) fraction of the rows, every Kikuchi graph
𝐴𝑖,𝑗 satisfies approximate regularity. This is equivalent to showing that for every matrix 𝐴𝑖,𝑗 , with
probability at least 1− 1/poly(𝑛) a uniformly random row (𝑆0, 𝑆1, 𝑆′0, 𝑆′1), has at most Δ nonzero
entries in 𝐴𝑖,𝑗 for Δ = ℓ 4 · polylog(𝑛)/𝑛 = Δ𝑎𝑣𝑔 polylog(𝑛).
The heavy pair degree. We now make a key observation. Whether the above approximate
regularity property holds for a given collection of matchings 𝐻1,𝐻2, . . . ,𝐻𝑛 is governed by
a single parameter that we call the heavy pair degree 𝑑. This is the maximum, over all pairs
{𝑣, 𝑣′} ⊆ [𝑛], of the number of hyperedges across the 𝐻𝑖 ’s that contain {𝑣, 𝑣′}. We will prove that
if 𝑑 is small enough then approximate regularity holds for every 𝐴𝑖,𝑗 after dropping a 1/poly(𝑛)-
fraction of rows. When 𝑑 is large, this property will not hold for the 𝐴𝑖,𝑗’s from Definition 12.3.3.
Instead, we will define a different collection of Kikuchi matrices that have high density and for
which row pruning succeeds.

Lemma 12.3.4 (Row pruning for 2-chains with no heavy pairs). Let 𝐻1, . . . ,𝐻𝑛 be 3-uniform
hypergraph matchings of size 𝛿𝑛, and let 𝑑 be the maximum, over all pairs {𝑣, 𝑣′} of vertices, of the number
of pairs (𝑢,𝐶) with 𝑢 ∈ [𝑛] and 𝐶 ∈ 𝐻𝑢 where {𝑣, 𝑣′} ⊆ 𝐶. Fix 𝑖 ≠ 𝑗 ∈ [𝑘], and let 𝐴𝑖,𝑗 be the matrix
defined in Definition 12.3.3 at level ℓ ∈ N.

Suppose that 𝑑 ≤ ℓ 2. Then, the number of rows (𝑆0, 𝑆1, 𝑆′0, 𝑆′1) of 𝐴𝑖,𝑗 with more than Δ = ℓ 4 ·
polylog(𝑛)/𝑛 nonzero entries is at most 𝑁4/poly(𝑛).
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We note that if the matchings 𝐻1, . . . ,𝐻𝑛 are random, then we have 𝑑 ≤ polylog(𝑛) with high
probability, and so random matchings satisfy the “small heavy-pair degree” assumption with
high probability. We can thus think of 𝑑 ≤ polylog(𝑛) as a pseudorandom property of a collection
𝐻1, . . . ,𝐻𝑛 of matchings. We now sketch a proof of Lemma 12.3.4.

The degree polynomial and its partial derivatives. As the first step in the proof of Lemma 12.3.4,
we define a degree 4 polynomial Deg𝑖,𝑗 : {0, 1}4𝑛 → N, where we think of the 4𝑛 variables as
split into 4 groups of 𝑛 variables 𝑠(0), 𝑠(1), 𝑠′(0), 𝑠′(1), which are indicator variables of the 4 sets
𝑆0, 𝑆1, 𝑆′0, 𝑆′1, respectively. This polynomial Deg𝑖,𝑗(𝑠(0), 𝑠(1), 𝑠′(0), 𝑠′(1)) upper bounds the number of
nonzero entries in the (𝑆0, 𝑆1, 𝑆′0, 𝑆′1)-th row in the matrix 𝐴𝑖,𝑗 in Definition 12.3.3.

Formally, let 𝒯𝑖,𝑗 denote the (multi)-set of 4-tuples (𝑢0, 𝑢1, 𝑣0, 𝑣1) such that there exists ®𝐶 =

(𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2)𝑖 and ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) ∈ ℋ
(2)
𝑗

with 𝑤1 = 𝑤′1 such that 𝑢0 ∈ 𝐶0, 𝑢1 ∈
𝐶1, 𝑣0 ∈ 𝐶′0, 𝑣1 ∈ 𝐶′1; if there are multiple such pairs ( ®𝐶, ®𝐶′) that produce the same (𝑢0, 𝑢1, 𝑣0, 𝑣1),
then we add this tuple multiple times. Then, we set

Deg𝑖,𝑗(𝑠(0), 𝑠(1), 𝑠′(0), 𝑠′(1)) B
∑

(𝑢0,𝑢1,𝑣0,𝑣1)∈𝒯𝑖,𝑗

𝑠
(0)
𝑢0 𝑠
(1)
𝑢1 𝑠
′(0)
𝑣0 𝑠

′(1)
𝑣1 .

Note that Deg𝑖,𝑗 is a polynomial with non-negative coefficients. We are interested in the prob-
ability that Deg𝑖,𝑗 , on uniform draws of 4-tuples of ℓ -size sets, takes a value that deviates from
its expectation 𝜇 by some multiplicative factor. It is not too difficult to show that we can pass
on to independent 𝑝-biased product distribution on {0, 1}4𝑛 for 𝑝 ∼ ℓ/𝑛 without much loss. This
is helpful because the tail behavior of low-degree polynomials with non-negative coefficients
on product distributions is determined by a bound on its expected partial derivatives. Namely,
variants of the Kim-Vu inequality (see Fact 3.4.3) show the following: if the expectation of every
partial derivative of Deg𝑖,𝑗 is at most 𝜇, then Deg𝑖,𝑗(𝑆0, 𝑆1, 𝑆′0, 𝑆′1) ≤ 𝑂(𝜇 log 𝑛) with probability at least
1− 1/poly(𝑛).

Let us now examine the expected partial derivatives of Deg𝑖,𝑗(𝑠). We start by introducing
notation to refer to them. Let 𝑍 = (𝑧0, 𝑧1, 𝑧′0, 𝑧′1) ∈ ([𝑛] ∪ {★})4 be an ordered tuple of length 4,
with entries either in 𝑛 or set to ★, which we think of as an “unfixed” value. Then, 𝑍 encodes
partial derivatives with respect to any subset of variables that use at most one variable in each
of the groups 𝑠(0), 𝑠(1), 𝑠′(0), 𝑠′(1). All other partial derivatives of Deg𝑖,𝑗 are 0 since Deg𝑖,𝑗 has
degree 1 in each of the 4 groups of variables (i.e., Deg𝑖,𝑗 is 4-partite). We know that E[Deg𝑖,𝑗(𝑠)] =
𝜇(★,★,★,★) ≤ 24(ℓ/𝑛)4 · 𝑛3 = 𝑂(1) · ℓ 4/𝑛; the factor of 24 comes from the fact that each pair ( ®𝐶, ®𝐶′)
adds 24 different tuples to 𝒯𝑖,𝑗 . Now, Fact 3.4.3 implies that the chance that Deg𝑖,𝑗 takes a value
larger than 𝜇 · polylog(𝑛) is at most 1/poly(𝑛) if 𝜇𝑍 ≤ 𝜇 for all 𝑍.

Computing expected partial derivatives. To help bound the expected partial derivatives 𝜇𝑍 , let
us relate these parameters to combinatorial quantities of the hypergraphs 𝐻1,𝐻2, . . . ,𝐻𝑛 . Notice
that when we take partial derivatives with respect to some 𝑍, the only monomials that “survive”
are ones that “contain” 𝑍, and furthermore the expectation of the partial derivative is simply
(ℓ/𝑛)# of ★ entries in 𝑍 times the number of such monomials. Formally, let deg𝑖,𝑗(𝑍) be the number

of pairs ( ®𝐶, ®𝐶′) ∈ ℋ (2)
𝑖
×ℋ (2)

𝑗
where 𝑤1 = 𝑤′1 and 𝑧0 ∈ 𝐶0, 𝑧1 ∈ 𝐶1, 𝑧′0 ∈ 𝐶′0, 𝑧′1 ∈ 𝐶

′
1, where for the

symbol ★, we say that ★ ∈ 𝐶 always holds — we say that such a pair ( ®𝐶, ®𝐶′) contains 𝑍. Then,
the expected partial derivative at 𝑍 is 𝜇𝑍 = 24−|𝑍 |(ℓ/𝑛)4−|𝑍 | deg𝑖,𝑗(𝑍), where |𝑍 | is the number
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of non-★ entries in 𝑍.8 For example, 𝑍 = (★,★,★,★) is contained in all such pairs of 2-chains,
and so deg𝑖,𝑗(★,★,★,★) = 𝑚𝑖,𝑗 ≤ 𝑂(𝑛3) and 𝜇𝑍 = 𝜇 = 16(ℓ/𝑛)4𝑚𝑖,𝑗 . Let us use the shorthand
𝜇𝑡 = max𝑍:|𝑍 |=𝑡 𝜇𝑍.

Let 𝑍 be an arbitrary 4-tuple with at least one non-★ entry. As explained above, estimating
𝜇𝑍 is, up to scaling, equivalent to counting deg𝑖,𝑗(𝑍), the number of pairs ( ®𝐶, ®𝐶′) that contain 𝑍.

We next observe that if 𝑍 has no ★ entries, then the number of 2-chains ( ®𝐶, ®𝐶′) containing 𝑍 is an
absolute constant. This is because there is at most one constraint 𝐶0 ∪ {𝑤0} that contains 𝑧0 in 𝐻𝑖 .
Given this constraint, there are 2 choices for 𝑤0, as 𝑤0 ∈ 𝐶0 ∪ {𝑤0} \ {𝑧0}. Given 𝑤0, there is at
most one constraint 𝐶1 ∪ {𝑤1} in 𝐻1 that contains 𝑧1, and then at most 2 choices for 𝑤1. We can
similarly use the knowledge of (𝑧′0, 𝑧′1) to bound the number of choices for 𝐶′0,𝐶′1. All in all, we
have at most 16 = 𝑂(1) choices for the pair ( ®𝐶, ®𝐶′) given 𝑍 with no ★ entries. This immediately
shows that for 𝑍 such that |𝑍 | = 4, 𝜇𝑍 ≤ 𝑂(1) ≤ 𝜇.

Let us now deal with 𝑍’s with at least one ★ entry by breaking up into cases depending on |𝑍 |.
We will view the counting of deg𝑖,𝑗(𝑍) as a procedure that makes a bounded number of choices

to decode the pair ( ®𝐶, ®𝐶′).
Let us deal with the case when |𝑍 | = 1. By swapping the roles of 𝑖 and 𝑗 if needed, without

loss of generality we can assume that one of 𝑧0 or 𝑧1 is non-★, and all other entries in 𝑍 are ★.
There are at most 𝑛 choices for 𝑧0 (if 𝑧1 ≠ ★) or 𝑧1 (if 𝑧0 ≠ ★). We now have 𝑛 choices for 𝑧′0, which
again determines 𝐶′0 and 𝑤′0 up to 2 choices. We now observe that (𝐶′1,𝑤′1) is uniquely determined.
Indeed, this is because we know 𝑤′1, as it equals 𝑤1 (the two 2-chains must have matching tails),
and therefore this determines the hyperedge 𝐶′1 ∪ {𝑤

′
1} ∈ 𝐻𝑤′0

uniquely. We have thus shown that
for 𝑍 with |𝑍 | = 1, we have deg𝑖,𝑗(𝑍) ≤ 𝑂(𝑛2), and so 𝜇𝑍 ≤ (ℓ/𝑛)3 ·𝑂(𝑛2) ≤ 𝑂(ℓ 3/𝑛) ≤ 𝑂(ℓ 4/𝑛).

Let us now handle the case when |𝑍 | = 2. Similar arguments as above show that Deg𝑖,𝑗(𝑍) ≤
𝑂(𝑛) holds for all 𝑍 except when the non-★ entries of 𝑍 look like 𝑍 = (★, 𝑧1,★, 𝑧′1)where 𝑧1, 𝑧′1 ≠ ★,
and thus 𝜇𝑍 ≤ (ℓ/𝑛)2 ·𝑂(𝑛) ≤ 𝑂(ℓ 4/𝑛) for these 𝑍’s. To count deg𝑖,𝑗(𝑍) for 𝑍 = (★, 𝑧1,★, 𝑧′1)where
𝑧1, 𝑧′1 ≠ ★, we pay a factor of 𝑛 to determine 𝑧0, and then this determines (up to an 𝑂(1) factor)
𝐶0 and 𝐶1 as well. Now, we know 𝑤′1 (because it is equal to 𝑤1) and 𝑧′1 which is in 𝐶′1. Thus,
the hyperedge 𝐶′1 ∪ {𝑤

′
1} must contain the pair {𝑧′1,𝑤′1}. Using the heavy pair degree, there are

at most 𝑑 choices for the pair (𝑤′0,𝐶′1 ∪ {𝑤
′
1}), and after learning 𝑤′0 we also know 𝐶′0. Hence,

we have paid a total of 𝑂(𝑛𝑑) choices, which implies that 𝜇2 ≤ (ℓ/𝑛)2 ·𝑂(𝑛𝑑) = 𝑂(ℓ 2𝑑/𝑛). For
|𝑍 | = 3, a similar issue arises and gives a bound of 𝜇3 ≤ 𝑂(ℓ 𝑑/𝑛).

We can now finish the proof of Lemma 12.3.4.

Proof of Lemma 12.3.4. Notice that if 𝑑 ≤ ℓ 2 then 𝜇𝑡 ≤ 𝜇 for every 𝑡. Applying Fact 3.4.3 now
yields that the probability that Deg𝑖,𝑗 > 𝜇 · polylog(𝑛) is at most 1/poly(𝑛). Taking a union bound
on 𝑘 < 𝑛 yields that the fraction of bad rows |ℬ|/𝑁 is at most 1/poly(𝑛), as desired. □

12.3.4 Step 4: hypergraph decomposition to handle large heavy pair degree

We will handle the case when the heavy pair degree is high by designing a different Kikuchi
matrix. To do this, we will construct the cross term polynomial (obtained by applying the
Cauchy–Schwarz inequality) slightly differently. Our current Kikuchi matrix is built from the

8The extra factor of 24−|𝑍 | comes from the fact that for every 𝑍 and pair ( ®𝐶, ®𝐶′) containing 𝑍, the pair ( ®𝐶, ®𝐶′)
produces 24−|𝑍 | tuples (𝑢0, 𝑢1, 𝑣0, 𝑣1) in 𝒯𝑖,𝑗 that contain 𝑍. In this case, this is just a constant factor, so we can ignore it.
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XOR instance obtained by pairing up chains that agree on their tails and thus “cancel” (i.e., square
out) one variable. When the heavy pair degree is large, we will build chains by cancelling a pair
of variables instead. The number of pairs of chains that agree in a pair of variables instead of just
their tails, i.e., the new number of “Cauchy–Schwarzed” constraints, will of course be smaller
than before. On the other hand, since we cancel a pair of variables instead of just the tail, the arity
of the resulting XOR instance will be smaller: 6 instead of 8. The punchline is that the density vs.
arity trade-off (i.e., our key heuristic discussed in Section 12.1.2) breaks in our favor, provided that
there are many “heavy pairs”.

To formally implement this argument, we decompose the set of chains by “labeling” each chain
by the heavy pair contained within, if one exists. Intuitively, this is the pair of variables in the
chain that we intend to cancel in the Cauchy–Schwarz trick. If the chain does not contain any
heavy pair, then we label it by its tail variable 𝑤, which we will cancel in the Cauchy–Schwarz
trick as done before in Section 12.3.1. We letℋ (𝑄) denote the set of chains labeled by the heavy
pair 𝑄, andℋ (1,𝑤) denote the set of chains labeled by the tail variable 𝑤.

Formally, our hypergraph decomposition is as follows. Given the collectionℋ (1) = {(𝑢,𝐶,𝑤) :
𝑢 ∈ [𝑛],𝐶 ∪ {𝑤} ∈ 𝐻𝑢} of 1-chains, we perform the following greedy algorithm: if there exists
an ordered pair 𝑄 = (𝑄1,𝑄2) such that there are more than 𝑑 B ℓ 2 1-chains (𝑢,𝐶,𝑤) in ℋ (1)
with 𝑄1 ∈ 𝐶 and 𝑄2 = 𝑤, i.e., 𝑄 is a heavy pair contained in the chain (𝑢,𝐶,𝑤), then we choose
an arbitrary set of exactly 𝑑 such 1-chains, remove them from ℋ (1), and place them in a new
“partition”ℋ (1,𝑄).9 Finally, if there is no such heavy pair 𝑄, then we create partitionsℋ (1,𝑤) for
each 𝑤 ∈ [𝑛], and add all remaining 1-chains with “tail 𝑤”, i.e., 1-chains of the form (𝑢,𝐶,𝑤), to
ℋ (1,𝑤).

This decomposition has the following properties:

(1) ℋ (1) = (∪𝑤ℋ (1,𝑤))⋃(∪𝑄ℋ (1,𝑄)) is a disjoint partition ofℋ (1);
(2) For each 𝑄 = (𝑄1,𝑄2),ℋ (1,𝑄) is a set of 1-chains that “contain” the tuple 𝑄, i.e., each (𝑢,𝐶,𝑤)

inℋ (1,𝑄) has 𝑤 = 𝑄2 and 𝐶 ∋ 𝑄1;
(3) For each 𝑄, |ℋ (1,𝑄) | = 𝑑;
(4) For each 𝑤 ∈ [𝑛], there is only one partitionℋ (1,𝑤);
(5) The total number of partitionsℋ (1,𝑄) is at most 𝑂(𝑛2/𝑑), as there are at most 𝑂(𝑛2) 1-chains,

and eachℋ (1,𝑄) has exactly 𝑑 1-chains.

We stress that the decomposition is only on 1-chains, not the set of 2-chains ∪𝑖∈[𝑘]ℋ (2)𝑖 that are the

constraints in the XOR instance! At a high level, this is because, e.g., the 2-chains inℋ (2)
𝑖

(orℋ (2)
𝑗

)
are formed by taking a 1-chain and prepending it with a hyperedge in 𝐻𝑖 (or 𝐻𝑗), and so “first link”
in each 2-chain is specific to the choice of 𝑖 ∈ [𝑘], but the “second link” is an arbitrary 1-chain,
and so it is “shared” across theℋ (2)

𝑖
’s in some informal sense.10 This property turns out to be

important when it comes time to bound the expected partial derivatives.

9There may be more than 𝑑 such chains, in which case we may produce multiple different partitions that have the
same pair 𝑄. Thus, the 𝑄’s form a multiset, and we will use 𝑄 to refer to a particular partitionℋ (1,𝑄). In Section 12.5,
we handle this issue by reweighting the chains instead.

10For this reason, in Section 12.5, the length of the chains defining the XOR constraints is 𝑟 + 1, but we only
decompose length 𝑟 chains.
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Now, we define ℋ (2,𝑄)
𝑖

to be the set of 2-chains (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) where the “second link”
(𝑤0,𝐶1,𝑤1) is inℋ (1,𝑄). Using the decomposition, we now define the following polynomials:

Ψ𝑏(𝑥) B
𝑘∑
𝑖=1

𝑏𝑖

∑
®𝐶=(𝑖,𝐶0,𝑤0,𝐶1,𝑤1)∈ℋ (2)𝑖

𝑥𝐶0𝑥𝐶1𝑥𝑤1 ,

Ψ𝑖,𝑤(𝑥) B
∑

𝐶0,𝑤0 :𝐶0∪{𝑤0}∈𝐻𝑖

∑
(𝑤0,𝐶1,𝑤1)∈ℋ (1,𝑤)

𝑥𝐶0𝑥𝐶1 ,

Ψ𝑖,𝑄(𝑥) B
∑

(𝑖,𝐶0,𝑤0,𝐶1,𝑤1)∈ℋ (2,𝑄)
𝑖

𝑥𝐶0𝑥𝐶1\𝑄1 ,

Ψ
(0)
𝑏
(𝑥, 𝑦) B

𝑘∑
𝑖=1

∑
𝑤∈[𝑛]

𝑏𝑖𝑦𝑤Ψ𝑖,𝑤(𝑥) ,

Ψ
(1)
𝑏
(𝑥, 𝑦) B

𝑘∑
𝑖=1

∑
𝑄

𝑏𝑖𝑦𝑄Ψ𝑖,𝑄(𝑥) ,

where above 𝑦𝑄 and 𝑦𝑤 are new variables. By definition, if we set 𝑦𝑤 = 𝑥𝑤 and 𝑦𝑄 = 𝑥𝑄1𝑥𝑄2 ,
then we have that Ψ𝑏(𝑥) = Ψ(0)(𝑥, 𝑦) +Ψ(1)(𝑥, 𝑦). Indeed, all we have done is partitioned the
constraints into these two polynomials and removed the “𝑥𝑄1𝑥𝑄2 term” from each monomial,
replacing it with the new variable 𝑦𝑄 .

We now refute the two polynomials Ψ(0)(𝑥, 𝑦) and Ψ(1)(𝑥, 𝑦) separately using the machinery
in Sections 12.3.1 to 12.3.3. In fact, Sections 12.3.1 to 12.3.3 immediately show that we can
successfully refute the polynomial Ψ(0)(𝑥, 𝑦). Indeed, the only issue that we encountered was in
Section 12.3.3, where the row pruning failed if there was a pair {𝑣, 𝑣′} that appeared in more than
ℓ 2 1-chains in ℋ (1). However, this cannot happen, as otherwise our decomposition algorithm
would not have terminated.

It thus remains to handle the second polynomial, Ψ(1)(𝑥, 𝑦). Applying the “Cauchy–Schwarz
trick” of Section 12.3.1, we can reduce this to the case of bounding the polynomial:

𝑓𝑀,𝑏(𝑥) =
∑
(𝑖,𝑗)∈𝑀

𝑏𝑖𝑏 𝑗

∑
𝑄

Ψ𝑖,𝑄(𝑥)Ψ𝑗,𝑄(𝑥) ,

where 𝑀 is a maximum matching, as before. Notice that the constraints in 𝑓𝑀,𝑏 have arity 6 (see
Fig. 12.2). Following the blueprint of Section 12.3.2, we define the following Kikuchi matrices.

Definition 12.3.5. For 𝑖 ≠ 𝑗 ∈ [𝑘], 𝑄, and ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2,𝑄)
𝑖

, ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) ∈
ℋ (2,𝑄)
𝑗

, we define the matrix 𝐴(
®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 as follows. The matrix 𝐴(

®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 is indexed by a 3-tuple of

sets (𝑆0,𝑅, 𝑆′0), each in
([𝑛]
ℓ

)
, and the (𝑆0,𝑅, 𝑆′0), (𝑇0,𝑊 ,𝑇′0)-th entry is 1 if 𝑆0 ⊕𝑇0 = 𝐶0, 𝑆′0 ⊕𝑇′0 = 𝐶′0,

and 𝑅 = {𝑢} ∪𝑈 , 𝑊 = {𝑣} ∪𝑉 , where 𝐶1 = {𝑢,𝑄1}, 𝐶′1 = {𝑣,𝑄1}, and 𝑈 ⊆ [𝑛] is a set of size
ℓ − 1 where 𝑢, 𝑣 ∉ 𝑈 .

We let 𝐴𝑖,𝑗 =
∑
𝑄

∑
®𝐶∈ℋ (2,𝑄)

𝑖
, ®𝐶′∈ℋ (2,𝑄)

𝑗

𝐴
( ®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 and 𝐴 =

∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐴𝑖,𝑗 .

Notice that for ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2)𝑖,𝑄,𝑝 and ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) ∈ ℋ
(2)
𝑗,𝑄,𝑝 , the split of

the elements in the constraint across the row (𝑆0,𝑅, 𝑆′0) and the column (𝑇0,𝑊 ,𝑇′0) is asymmetric:
see Fig. 12.2.
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Figure 12.2: A pair of 2-chains ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2,𝑄)
𝑖

, ®𝐶′ = (𝑗,𝐶′0,𝑤′0,𝐶′1,𝑤′1) ∈ ℋ
(2,𝑄)
𝑗

.

The blue vertices appear in the sets (𝑆0,𝑅, 𝑆′0) for the rows of the matrix 𝐴(
®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 , and the green

vertices appear in the columns. The orange vertices are the elements of 𝑄 that are canceled via
the Cauchy–Schwarz operation. The purple vertices are the independent random bits that we
“disconnect” from the chain and use for the right-hand sides.

Applying the same machinery in Section 12.3.2 to the matrices in Definition 12.3.5 will yield
the correct lower bound provided that the row pruning step succeeds. It thus remains to bound
the number of rows in 𝐴𝑖,𝑗 for a fixed pair (𝑖, 𝑗)with a number of nonzero entries exceeding the
average by a polylog(𝑛) factor.

We now apply Fact 3.4.3. As before, we define a similar degree polynomial Deg𝑖,𝑗 , and the tail
bound boils down to computing the expected partial derivatives 𝜇𝑍 , where 𝑍 = (𝑧0, 𝑟, 𝑧′0) ∈ ([𝑛] ∪
{★})3 is now a tuple of length 3, and 𝜇𝑍 = (ℓ/𝑛)3−|𝑍 | deg𝑖,𝑗(𝑍), as the constraints have arity 3. We

observe that deg𝑖,𝑗(★,★,★) ≤ 𝑂(𝑛2𝑑), as we have 𝑂(𝑛2) choices for ®𝐶 = (𝑖,𝐶0,𝑤0,𝐶1,𝑤1) ∈ ℋ (2)𝑖
(which then determines 𝑄), followed by 𝑂(𝑑) choices for (𝑤′0,𝐶′1,𝑤′1) (because this must be in
ℋ (1,𝑄), which has size 𝑑), and then a unique choice for 𝐶0. Therefore, 𝜇0 ≤ (ℓ/𝑛)3 · 𝑂(𝑛2𝑑) =
𝑂(ℓ 3𝑑/𝑛).

Bounding 𝜇1 is straightforward, and we omit the calculations. We obtain a bound of 𝜇1 ≤
(ℓ/𝑛)2 · 𝑂(𝑛𝑑) = 𝑂(ℓ 2𝑑/𝑛). Bounding 𝜇2 can be done with a trivial bound of deg𝑖,𝑗(𝑍) ≤ 𝑂(𝑛),
yielding 𝜇2 ≤ (ℓ/𝑛) ·𝑂(𝑛) = 𝑂(ℓ ). Finally, it is simple to bound deg𝑖,𝑗(𝑍) ≤ 𝑂(1) when |𝑍 | = 3,
and so we obtain 𝜇3 ≤ 𝑂(1).

We notice that 𝜇0 ≥ 𝜇1 and 𝜇2 ≥ 𝜇3 always hold. So, either 𝜇0 or 𝜇2 must be the maximum.
Because 𝑑 = ℓ 2, we have 𝜇0 = 𝑂(ℓ 3𝑑/𝑛) ∼ ℓ 5/𝑛 ≫ ℓ ∼ 𝜇2 because ℓ 4 ≫ 𝑛, by choice of ℓ .
Thus, 𝜇0 ≫ 𝜇2, and so the row pruning argument, etc., will all succeed. This, combined with
the refutation argument for Ψ(0)

𝑏
(𝑥), implies that our heuristic calculation succeeds and we get

a bound of 𝑘 ≤ �̃�(ℓ ), where ℓ is chosen to be �̃�(𝑛1/4). Thus, we obtain a lower bound of
𝑘 ≤ �̃�(𝑛1/4). □

12.3.5 Preview: extending the warmup to a proof of Theorem 8

We now give a brief overview of how we shall extend the ideas used in this warmup to prove
Theorem 8. First, we observe that in the argument we presented in Sections 12.3.1 to 12.3.4, there
were only two crucial moments in the proof where we had a lot of freedom: (1) the choice of
the constraints in the initial XOR instance (in this warmup, we chose the set of 2-chains with
head 𝑖 ∈ [𝑘]), and (2) the choice of the hypergraph decomposition in Section 12.3.4 — the rest of
the proof was fairly mechanical, and boiled down to computing the expected partial derivatives
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𝜇𝑍. Namely, if we can choose the constraints and the decomposition so that the row pruning
succeeds for all the resulting Kikuchi matrices, i.e., the expected partial derivatives of the degree
polynomials are appropriately bounded, then the general machinery in Sections 12.3.1 to 12.3.3
succeeds in proving the lower bound predicted by the heuristic calculation in Section 12.1.2 (up
to a small loss, see Remark 12.3.2).

As discussed in Section 12.1.2, we shall define the XOR instance using (𝑟 + 1)-chains for a
parameter 𝑟 = 𝑂(log 𝑛), and the heuristic calculation predicts that this will yield an exponential
lower bound. Thus, the key technical component of the proof is to choose the decomposition of
the (𝑟 + 1)-chains so that the degree polynomials of the resulting Kikuchi matrices all satisfy the
bounded expected partial derivatives condition. In Section 12.3.4, we showed how to do this for
the case when 𝑟 = 1.

We now wish to point out the following crucial observation: the decomposition in Sec-
tion 12.3.4 is “informed” by the row pruning calculation for the undecomposed chains done in
Section 12.3.3. Specifically, in Section 12.3.3, we argued that if there is a violating partial derivative
for the undecomposed chains, then there is some combinatorial structure in the chains (namely, a
heavy pair) that is the “cause” of the large expected partial derivative, and this combinatorial
structure is exactly the criteria that we use to decompose the hypergraph. In some sense, the
hypergraph decomposition (along with the modified Cauchy–Schwarz trick and Kikuchi matri-
ces) can be thought of as a precise way to “fix” this high expected partial derivative. For longer
chains, there is once again an intimate relationship between the existence of a violating expected
partial derivative and a certain “denser-than-anticipated” combinatorial structure (analogous to
heavy pairs) being present in the chains we construct. For larger chains, this structure is a more
complicated to describe, but an analogous chain decomposition for this structure accomplishes
the same job.

More precisely, we generalize the decomposition of Section 12.3.4 as follows. As done in
Section 12.3.4, we shall think of an (𝑟 + 1)-chain inℋ (𝑟+1)

𝑖
as being split into two subchains, the

“first link” in 𝐻𝑖 and then the rest of the chain, which is an 𝑟-chain. As before, our decomposition
shall decompose the 𝑟-chain part only, and this induces a decomposition of the (𝑟 + 1)-chains in
ℋ (𝑟+1)
𝑖

. Recall that in Section 12.3.4, we decomposed a 1-chain (𝑢,𝐶,𝑤) by picking a 𝑄 where
𝑄1 ∈ 𝐶 and 𝑄2 = 𝑤. Notice that 𝑄 only contains one element of the hyperedge 𝐶; there was
no need to do a further decomposition to handle, e.g., heavy triples 𝑄 = (𝑄1,𝑄′1,𝑄2) where
{𝑄1,𝑄′1} = 𝐶 and 𝑄2 = 𝑤.

Now, we have 𝑟-chains (𝑢,𝐶1,𝑤1, . . . ,𝐶𝑟 ,𝑤𝑟), and we shall decompose if there is a 𝑄 =

(𝑄1, . . . ,𝑄𝑟+1) ∈ ([𝑛] ∪ {★})𝑟 × [𝑛] such that (1) 𝑄 is heavy, i.e., is contained in many 𝑟-chains,
meaning that (a) 𝑄ℎ+1 = 𝑤𝑟 , and so in particular 𝑄ℎ+1 ≠ ★, and (b) 𝑄ℎ ∈ 𝐶ℎ for ℎ = 1, . . . , 𝑟; and
(2) 𝑄 is contiguous, meaning that if ℎ ∈ [𝑟 + 1] is the minimal ℎ such that 𝑄ℎ ≠ ★, then 𝑄ℎ′ ≠ ★ for
all ℎ′ ≥ ℎ, i.e., 𝑄 has ★’s followed by only non-★ entries.

Condition (1) above is a somewhat natural extension of the decomposition method in Sec-
tion 12.3.4, but condition (2) is trickier. It turns out (in a somewhat subtle way) that because
the 𝐻𝑖’s are matchings, if there is a violating expected partial derivative, then not only is there
a heavy 𝑄, but there must be a heavy contiguous 𝑄. In a sense (that can be made precise), the
contiguous 𝑄’s are irreducible violations and thus it is enough to only handle them.
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12.4 Proof of Theorem 8: from LCCs to XOR formulas

We now present the proof of Theorem 8 for the case of F = F2. The proof is spread over
Sections 12.4 to 12.7 and follows the steps in the warmup. In the current section, we define
𝑟-chains and the family of XOR instances associated to the LCC that we wish to refute. Then,
in Section 12.5, we decompose the 𝑟-chains, and thereby decompose the (𝑟 + 1)-chains forming
the constraints in the XOR instance. Then, in Section 12.6, we define the Kikuchi matrices and
finish the argument up to the proof of the row pruning lemma, Lemma 12.6.4, an analogue of
Lemma 12.3.4 that is the key technical lemma. Finally, in Section 12.7, we prove Lemma 12.6.4.

Let ℒ : F𝑘
2 → F𝑛

2 be (3, 𝛿, 𝜀)-locally correctable. Without loss of generality, by Fact 3.3.10 we
can assume thatℒ is (3, 𝛿′)-normally decodable, where 𝛿′ ≥ 𝛿/6 and 𝑛′ = 2𝑛. For the remainder of
the proof, we will redefine 𝛿 to be 𝛿′, and 𝑛 to be 2𝑛. We shall also think of the code ℒ : F𝑘

2 → F𝑛
2

as a map ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 .
We will now define satisfiable XOR formulas Φ associated with the linear code ℒ. Let

ℒ : {−1, 1}𝑘 → {−1, 1}𝑛 be a linear (3, 𝛿)-normally correctable code. Recall that without loss of
generality, ℒ is systematic, meaning that the first 𝑘 bits of ℒ are the message bits. In particular,
for every 𝑏 ∈ {−1, 1}𝑘 , there is a unique 𝑥 ∈ ℒ such that 𝑥 |[𝑘] = 𝑏. We can thus generate 𝑥 ← ℒ
uniformly at random by first choosing 𝑏 ← {−1, 1}𝑘 uniformly at random, and then setting 𝑥 to
be the unique extension of 𝑏.

Since ℒ is a linear (3, 𝛿)-normally correctable code, there exist 3-uniform hypergraph match-
ings 𝐻1, . . . ,𝐻𝑛 , each of size exactly 𝛿𝑛, such that every 𝑥 ∈ ℒ satisfies the following system of
4-XOR constraints, i.e., each constraint has arity 4:

∀𝑢 ∈ [𝑛],𝐶 ∈ 𝐻𝑢 , 𝑥𝐶𝑥𝑢 = 1 . (12.5)

In the proof, we will think of each 𝐻𝑢 as being a directed and weighted 3-uniform hypergraph
(Definition 3.2.2). Namely, for each hyperedge {𝑣1, 𝑣2, 𝑣3} ∈ 𝐻𝑢 , we define the weight of the
ordered tuple (𝑣1, 𝑣2, 𝑣3) to be wt𝐻𝑢 (𝑣1, 𝑣2, 𝑣3) B 1

6𝛿𝑛 . For (𝑣1, 𝑣2, 𝑣3) with {𝑣1, 𝑣2, 𝑣3) ∉ 𝐻𝑢 , we
additionally define wt𝐻𝑢 (𝑣1, 𝑣2, 𝑣3) = 0, and so

∑
(𝑣1,𝑣2,𝑣3)wt𝐻𝑢 (𝑣1, 𝑣2, 𝑣3) = 1. Directed and

weighted hypergraphs will become important when proving Theorem 10, and so we will state
our definitions and intermediate lemmas in terms of directed and weighted hypergraphs so that
we may reuse them when we prove Theorem 10.

We will construct an XOR formula by long chain derivations. Intuitively, a long chain derivation
starts from the natural XOR constraints (12.5) and derives new ones by chaining together 𝑡
constraints with an appropriate combinatorial structure. Below, we formalize the set of constraints
in this formula as a family of hypergraphs built from the 𝐻𝑢’s.

Definition 12.4.1 (𝑡-chain hypergraph ℋ (𝑡)𝑢 ). Let 𝑡 ≥ 1 be an integer. For any 𝑢 ∈ [𝑛], let ℋ (𝑡)𝑢
denote the weight function wtℋ (𝑡)𝑢 : [𝑛]3𝑡+1 → R≥0, i.e., from length 3𝑡 + 1 tuples of the form
𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, . . . , 𝑢𝑡−1, 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2, 𝑢𝑡) to R≥0, where wtℋ (𝑡)𝑢 (𝐶) = 0 if 𝑢0 ≠ 𝑢, and
otherwise:

wtℋ (𝑡)𝑢 (𝐶) =
𝑡−1∏
ℎ=0

wt𝐻𝑢ℎ (𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1) .

For a 𝑡-chain 𝐶, we call 𝑢0 the head, the 𝑢ℎ ’s the pivots for 1 ≤ ℎ ≤ 𝑡 − 1, and 𝑢𝑡 the tail of the chain
𝐶. The monomial associated to 𝐶, which we denote by 𝑔𝐶 , is defined to be 𝑥𝑢𝑡

∏𝑡−1
ℎ=0 𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 .
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u v1 v2 u1 v3 v4 u2 v5 v6 u3

{v1, v2, u1} ∈ Hu

xu2xv5xv6xu3 = 1
Figure 12.3: A 3-chain. The pairs of blue vertices are the “uncanceled vertices”, and the red
vertices are the “pivots”. Note that for any 𝑥 ∈ ℒ, we have 𝑥𝑢ℎ𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2𝑥𝑢ℎ+1 = 1.

We note that for any 𝑢 ∈ [𝑛],ℋ (1)𝑢 is equivalent to 𝐻𝑢 , i.e.,ℋ (1)𝑢 = {𝑢} ×𝐻𝑢 .
The following simple observation helps us understand the combinatorial structure in the

chains.
Observation 12.4.2. Let 𝑥 = ℒ(𝑏) for a linear LCC over F2 with {𝐻𝑢}𝑢∈[𝑛] being the associated
matchings. Then, for any 𝑡-chain 𝐶 with head 𝑢, 𝑥 satisfies 𝑥𝑢𝑔𝐶 = 1.

Proof. We know that 𝑥 satisfies 𝑥𝑢ℎ𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2𝑥𝑢ℎ+1 = 1 for every 0 ≤ ℎ ≤ 𝑡 − 1. Taking products
of the left-hand sides of each of these 𝑡 equations, we observe that for every 1 ≤ ℎ ≤ 𝑡 − 1, 𝑥𝑢ℎ is
“squared out” (since 𝑥2

𝑣 = 1 for every 𝑣 ∈ [𝑛]), and this finishes the proof. □

Building chains iteratively. It is useful to think of 𝑡-chains as being built by extending smaller
chains by iteratively adding hyperedges to the head (i.e., to the left). The following notation and
observation formalizes this.
Definition 12.4.3 (Extending Chains). For the 𝑡-chain hypergraph ℋ (𝑡) built from 3-uniform
matchings 𝐻1,𝐻2, . . . ,𝐻𝑛 on [𝑛], we define 𝐻𝑢 ◦ℋ (𝑡+1) as:

𝐻𝑢 ◦ℋ (𝑡) = ∪𝑤0∈[𝑛]
{
(𝑢, 𝑣1, 𝑣2,𝐶) | 𝐶 ∈ ℋ (𝑡)𝑢1 , {𝑣1, 𝑣2, 𝑢1} ∈ 𝐻𝑢

}
.

We extend this definition to weighted hypergraphs in the analogous way.
Observation 12.4.4. For 𝑡 ≥ 1, letℋ (𝑡) be the 𝑡-chain hypergraph built from 3-matchings𝐻1,𝐻2, . . . ,𝐻𝑛

on [𝑛]. Then,ℋ (𝑡+1) = ∪𝑢∈[𝑛]𝐻𝑢 ◦ℋ (𝑡) = ∪𝑢∈[𝑛]ℋ (𝑡
′)

𝑢 ◦ℋ (𝑡−𝑡
′) for any 0 < 𝑡′ < 𝑡.

Chains that fix some positions. We will often refer to the set of chains where some of the
links, i.e., pairs (𝑣2ℎ+1, 𝑣2ℎ+2) are forced to contain some 𝑣 ∈ [𝑛]. Towards this, we introduce the
following terminology.
Definition 12.4.5 (Chains containing𝑄). Let 𝑡, 𝑟 be integers with 𝑡 ≤ 𝑟. For any𝑄 = (𝑄1, . . . ,𝑄𝑡 ,𝑄𝑡+1) ∈
{[𝑛]∪★}𝑡+1, we say that a length 3𝑟+1 tuple 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑢𝑡−1, 𝑣2(𝑟−1)+1, 𝑣2(𝑟−1)+2, 𝑢𝑟)
contains 𝑄, denoted by 𝑄 ⊆ 𝐶, if 𝑄𝑡+1 ∈ {★, 𝑢𝑟} and for 1 ≤ ℎ ≤ 𝑡, if 𝑄ℎ ≠ ★, then either
𝑄ℎ = 𝑣2(𝑟−1−𝑡+ℎ)+1 or 𝑄ℎ = 𝑣2(𝑟−1−𝑡+ℎ)+2.

We say that a 𝑄 is contiguous if there exists 𝑠 ≤ 𝑡 such that 𝑄ℎ ≠ ★ for every ℎ ≥ 𝑠 + 1 and
𝑄ℎ = ★ for every 1 ≤ ℎ ≤ 𝑠, i.e., the first 𝑠 entries are ★, and the remaining entries are non-★. We
note that by definition, 𝑄𝑡+1 ≠ ★ always.

We say that 𝑄 is complete if 𝑄 does not contain any ★. We say that 𝑄′ ⊇ 𝑄 if whenever 𝑄ℎ ≠ ★,
𝑄′
ℎ
= 𝑄ℎ . We define the size |𝑄 | to be the number of coordinates in 𝑄 that do not equal ★.
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We also prove a simple bound on the total weight of the hyperedges inℋ (𝑡)𝑢 .
Observation 12.4.6. For any 𝑡 ≥ 1 and 𝑢 ∈ [𝑛], it holds that

∑
𝐶∈[𝑛]3𝑡+1 wtℋ (𝑡)𝑢 (𝐶) = 1.

Proof. The proof is by induction. The base case of 𝑡 = 1 is simple, as by definition we have∑
𝐶∈[𝑛]4

wtℋ (1)𝑢 (𝐶) =
∑

(𝑢,𝐶)∈[𝑛]4
wtℋ (1)𝑢 (𝑢,𝐶) =

∑
𝐶∈[𝑛]3

wt𝐻𝑢 (𝐶) = 1 .

We now show the induction step. Let 𝐶 ∈ [𝑛]3𝑡+1 have tail 𝑢𝑡 . Let 𝑆 denote the set of tuples
in [𝑛]3𝑡+4 that extend 𝐶, i.e., the first 3𝑡 + 1 coordinates are 𝐶. We observe that 𝑆 = 𝐶 × [𝑛]3.
Moreover, we have ∑

𝐶′∈𝑆
wtℋ (𝑡+1)

𝑢
(𝐶′) =

∑
𝐶′∈[𝑛]3

wtℋ (𝑡)𝑢 (𝐶)wt𝐻𝑢𝑡 (𝐶
′) ≤ wtℋ (𝑡)𝑢 (𝐶) .

Summing over 𝐶 and applying the induction hypothesis proves the claim. □

XOR Formulas from 𝒓-chains. Next, we define XOR formulas associated withℋ (𝑟+1) that are
guaranteed to be satisfiable. The length of the chain depends on a parameter 𝑟, which we shall
set later.

We are now ready to define the chain XOR instances.
Definition 12.4.7 (The chain XOR instance Ψ𝑏). Let 𝐻1, . . . ,𝐻𝑛 be weighted 3-uniform hyper-
graphs. Let 𝑘 ≤ 𝑛 and 𝑟 ≥ 0 be an integer. For each 1 ≤ 𝑡 ≤ 𝑟 + 1, we define the polynomial

Ψ𝑏(𝑥) =
𝑘∑
𝑖=1

∑
𝐶∈[𝑛]3(𝑟+1)+1

wtℋ (𝑟+1)
𝑖

(𝐶) · 𝑏𝑖𝑔𝐶 .

Note that in the above sum, if the first entry of the tuple 𝐶 is not 𝑖, then wtℋ (𝑟+1)
𝑖

(𝐶) = 0. We

will omit the subscript 𝑏 from Ψ𝑏 when it is clear from context. Above, each 𝑔𝐶 is the monomial
associated with the chain 𝐶, as defined in Definition 12.4.1.

We now observe that Ψ𝑏(𝑥) is satisfiable and thus has a high value.
Lemma 12.4.8. For every 𝑏 ∈ {−1, 1}𝑘 , Ψ𝑏 is satisfied by 𝑥 = ℒ(𝑏) and thus val(Φ𝑏) = 𝑘.

Proof. Observe that each monomial in Ψ𝑏 is corresponds to an (𝑟 + 1)-chain, each of which is
satisfied by 𝑥 = ℒ(𝑏) by Observation 12.4.2. Thus, val(Ψ𝑏) equals the total weight of chains of
length 𝑟 + 1 with head in [𝑘]. By Observation 12.4.6, we have that for every 𝑖 ∈ [𝑘], the total
weight of chains inℋ (𝑟+1)

𝑖
is 1. As there are 𝑘 choices of 𝑖, the total weight is 𝑘. □

To finish the proof of Theorem 8, we need to argue that E𝑏[val(Ψ𝑏)] is low when 𝑘 ≥ 𝑂(log4 𝑛).
We will argue this using the following lemma, which gives a spectral certificate to bound
E𝑏[val(Ψ𝑏)].
Lemma 12.4.9 (Refuting the chain XOR instances). Let𝐻1, . . . ,𝐻𝑛 be 3-uniform hypergraph matchings
of size 𝛿𝑛, and let 𝑘 ≤ 𝑛. Let ℓ , 𝑑, 𝑟 ≥ 1 be parameters such that 𝑑𝑟+1 ≥ 𝑛, ℓ ≥ 6𝑑(𝑟 + 1)/𝛿, and ℓ 𝑟 = 𝑜(𝑛).
Furthermore, suppose that 𝑘 ≥ 1/𝛿. Then, it holds that

E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≤
(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2
.
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We observe that Lemma 12.4.9 immediately proves that 𝑘 ≤ 𝑂𝛿(log5 𝑛), which is a single
log 𝑛 factor off of the bound we wish to show to prove Theorem 8 Indeed, we set 𝑟 = 𝑂(log 𝑛),
𝑑 = 2, and ℓ = 𝑂(𝑑𝑟/𝛿) = 𝛿−1𝑂(log 𝑛) and apply Lemmas 12.4.8 and 12.4.9. The conditions of
Lemma 12.4.9 are all satisfied, and so we have

𝑘 = E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≤
(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2
≤ 𝑂

(
𝑘3/4 log5/4 𝑛

𝛿3/4

)
=⇒ 𝑘 ≤ 𝑂(log5 𝑛/𝛿3) .

We will prove the stronger bound of 𝑘 ≤ 𝑂𝛿(log4 𝑛) claimed in Theorem 8 using a simple
trick. We will show this in Section 12.6.5 by using the technical lemmas that we need to prove
Lemma 12.4.9. Even though Lemma 12.4.9 is not strictly needed to prove Theorem 8, we state it
on its own because we will need it in the proof of Theorem 10 later.

12.5 Smooth partitions of chains

In this section, we begin the proof of Lemma 12.4.9.
For notation, we letℋ (𝑡) be the union, over 𝑢, ofℋ (𝑡)𝑢 , and wtℋ (𝑡)(·) =

∑
𝑢∈[𝑛]wtℋ (𝑡)𝑢 (·).

Lemma 12.5.1. Let 𝑡 ≥ 1 and 𝑑 ≥ 1 be integers. There is a subset 𝑃𝑡 ⊆ [𝑛]𝑡+1 and disjoint sets 𝒯 (𝑄) ⊆
[𝑛]3𝑡+1 for 𝑄 ∈ 𝑃𝑡 such that (1) 𝑄 ⊆ 𝐶 for each 𝐶 ∈ 𝒯 (𝑄), and (2) wt(𝑄) B ∑

𝐶∈𝒯 (𝑄) wtℋ (𝑡)(𝐶) ≥
𝑛𝑑𝑡 · (𝛿𝑛)−𝑡−1.

We say 𝑄 is heavy if 𝑄 ∈ 𝑃𝑡 . Note that if 𝑄 is heavy then 𝑄 is contiguous and complete by definition.
Finally, as a trivial case, we let 𝑃0 = [𝑛] and for 𝑄 = (𝑣) ∈ 𝑃0, we let 𝒯 (𝑄) = (𝑣). Here, we let

wt(𝑄) = 1.

Proof. The proof follows by a simple greedy algorithm. Let 𝑆 = [𝑛]3𝑡+1. If there exists 𝑄 such that∑
𝐶∈𝑆:𝑄⊆𝐶 wtℋ (𝑡)(𝐶) ≥ 𝑛𝑑𝑡 · (𝛿𝑛)−𝑡−1, then we remove all such 𝐶 from 𝑆 and add them to 𝒯 (𝑄). We

repeat until there is no such 𝑄 remaining. We note that 𝑄 cannot be used twice in this sequence,
as when we pick a 𝑄 we remove all 𝐶 ∈ 𝑆 containing 𝑄. □

Definition 12.5.2 (Partitions of the chains). Let 𝑟 ≥ 1 be an integer. For each 1 ≤ 𝑡 ≤ 𝑟 and heavy
𝑄 ∈ 𝑃𝑡 , we letℋ (𝑟,𝑄) denote the set of tuples 𝐶 ∈ [𝑛]3𝑟+1 where:

1. 𝐶 is extends a tuple in 𝒯 (𝑄) “backwards”, i.e., (𝐶3(𝑟−𝑡)+1, . . . ,𝐶3𝑟+1) ∈ 𝒯 (𝑄);
2. 𝑄 is maximal: for any 𝑡′ > 𝑡 and 𝑄′ ∈ 𝑃𝑡′, (𝐶3(𝑟−𝑡′)+1, . . . ,𝐶3𝑟+1) ∉ 𝒯 (𝑄

′).
Observation 12.5.3. We have that for each 𝑡 = 0, . . . , 𝑟, it holds that

∑
𝑄∈𝑃𝑡 wt(𝑄) ≤ 𝑛, and so∑𝑟

𝑡=0
∑
𝑄∈𝑃𝑡 wt(𝑄) ≤ (𝑟 + 1)𝑛.

Proof. We observe that for any 𝑡 = 0, . . . , 𝑟, it holds that∑
𝑄∈𝑃𝑡

wt(𝑄) =
∑
𝑄∈𝑃𝑡

∑
𝐶∈𝒯 (𝑄)

wtℋ (𝑡)(𝐶) ≤
∑

𝐶∈[𝑛]3𝑡+1

wtℋ (𝑡)(𝐶) = 𝑛 . □

We note that Definition 12.5.2 gives a partition of the 𝑟-chains, but the polynomial Ψ(𝑥) uses a
restricted set of (𝑟 + 1)-chains, namely those that have their head in [𝑘]. In the following definition,
we use the partition of the 𝑟-chains to induce a partition of the special (𝑟 + 1)-chains.
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Definition 12.5.4 (Induced partition ofℋ (𝑟+1)
𝑖

). Let 𝑟 ≥ 1 be an integer. For each 0 ≤ 𝑡 ≤ 𝑟 and

each 𝑄 ∈ 𝑃𝑡 , we letℋ (𝑟+1,𝑄)
𝑖

denote the set of length 3𝑟 + 4 tuples of the form (𝑖,𝑤1,𝑤2,𝐶) where
𝐶 ∈ ℋ (𝑟,𝑄).
Definition 12.5.5 (Bipartite XOR formulas from a smoothed partition). Fix integers 𝑟, 𝑑 ≥ 1.
For each 1 ≤ 𝑡 ≤ 𝑟 and 𝑄 ∈ 𝑃𝑡 , we define Ψ𝑖,𝑄 as the following XOR formula with terms
corresponding to (𝑟 + 1)-chains in ℋ (𝑟+1,𝑄) with 𝑥𝑄 “modded out” from the corresponding
monomial.

Ψ𝑖,𝑄(𝑥) =
∑

𝐶=(𝑖,𝑣1,𝑣2,𝑢1,...,𝑢𝑟+1)∈ℋ (𝑟+1,𝑄)
𝑖

wtℋ (𝑟+1)
𝑖

(𝐶) · 𝑥𝑣1𝑥𝑣2

𝑟∏
ℎ=1

𝑥{𝑣2ℎ+1,𝑣2ℎ+2}\𝑄ℎ
.

Here, we use the convention that if 𝑄ℎ = ★, then {𝑣, 𝑣′} \𝑄ℎ B {𝑣, 𝑣′}.
For each 0 ≤ 𝑡 ≤ 𝑟, let Ψ(𝑡)(𝑥, 𝑦) =

∑𝑘
𝑖=1

∑
𝑄∈𝑃𝑡 𝑏𝑖𝑦𝑄Ψ𝑖,𝑄(𝑥). Finally, we let Ψ(𝑥, 𝑦) =∑

0≤𝑡≤𝑟Ψ
(𝑡)(𝑥, 𝑦); here, for every heavy 𝑄 ∈ 𝑃𝑡 for some 0 ≤ 𝑡 ≤ 𝑟 used in the smoothed

partition, we introduce a new variable 𝑦𝑄 .

We next observe that Ψ(𝑥, 𝑦) is a relaxation of the polynomial Ψ(𝑥). Indeed, we have abused
notation and labeled them both as “Ψ” for this reason. This follows from the observation is that
Ψ(𝑥, 𝑦) is produced by simply replacing the monomial 𝑥𝑄 in Ψ(𝑥) with a new variable 𝑦𝑄 for
each heavy 𝑄. More formally, the following holds.
Lemma 12.5.6. Fix 𝑥 ∈ {−1, 1}𝑛 . Then, there is a 𝑦 ∈ {−1, 1}

∑𝑟
𝑡=0 |𝑃𝑡 | such that Ψ(𝑥, 𝑦) = Ψ(𝑥).

Proof. For each 0 ≤ 𝑡 ≤ 𝑟, set 𝑦𝑄 = 𝑥𝑄 for every 𝑄 ∈ 𝑃𝑡 , where 𝑥𝑄 B
∏

ℎ:𝑄ℎ≠★ 𝑥𝑄ℎ
. □

We finish this section by proving the following statement, which intuitively shows that the
partitions of the chains are smooth.
Lemma 12.5.7 (Smoothness of partitioned chains). Fix 𝑖 ∈ [𝑘] and 𝑡 ∈ {0, . . . , 𝑟}. Let 𝑍 ∈ ([𝑛] ∪
{★})𝑟+1 × {★} be a 𝑍 that has a ★ in the last entry. Then,

∑
𝐶∈ℋ (𝑟+1)

𝑖
:𝑍⊆𝐶 wtℋ (𝑟+1)

𝑖

(𝐶) ≤ (𝛿𝑛)−|𝑍 |.

Let 𝑄 ∈ 𝑃𝑡 and ℋ (𝑟+1,𝑄)
𝑖

be as defined in Definition 12.5.4. Let 𝑍 ∈ ([𝑛] ∪ {★})𝑟+1 × [𝑛] be such
that 𝑍 extends 𝑄, i.e., 𝑍𝑟−𝑡+ℎ = 𝑄ℎ for all 1 ≤ ℎ ≤ 𝑡 + 1. Then,

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
:𝑍⊆𝐶 wtℋ (𝑟+1)

𝑖

(𝐶) is at most

wt(𝑄)𝑑 |𝑍 |−|𝑄 |(𝛿𝑛)−|𝑍 |−1+|𝑄 | if |𝑍 | ≤ 𝑟 + 1, and at most (𝛿𝑛)−𝑟−1 if |𝑍 | = 𝑟 + 2. Furthermore, if 𝑑𝑟+1 ≥ 𝑛,
then (𝛿𝑛)−𝑟−1 ≤ wt(𝑄)𝑑 |𝑍 |−|𝑄 |(𝛿𝑛)−|𝑍 |−1+|𝑄 |.
Remark 12.5.8. We remark that this is place where we need the assumption that 𝑑𝑟+1 ≥ 𝑛.

Proof. The first statement follows immediately by 𝛿-smoothness of the original hypergraphs.
Indeed, for any 𝑢 ∈ [𝑛] and 𝑣 ∈ [𝑛], we have that

∑
𝐶∈[𝑛]3 :𝑣∈𝐶 wt𝐻𝑢 (𝐶) ≤ 1/𝛿𝑛. We now have that∑

𝐶∈ℋ (𝑟+1)
𝑖

:𝑍⊆𝐶

wtℋ (𝑟+1)
𝑖

(𝐶)

≤
∑

(𝑣1,𝑣2,𝑢1)
𝑍1∈{𝑣1,𝑣2}

wt𝐻𝑖 (𝑣1, 𝑣2, 𝑢1) ·
( ∑
(𝑣3,𝑣4,𝑢2)
𝑍2∈{𝑣3,𝑣4}

wt𝐻𝑢1
(𝑣3, 𝑣4, 𝑢2)

(
· · ·

( ∑
(𝑣2𝑟+1,𝑣2𝑟+2,𝑢𝑟+1)
𝑍𝑟∈{𝑣2𝑟+1,𝑣2𝑟+2}

wt𝐻𝑢𝑟 (𝑣2𝑟+1, 𝑣2𝑟+2, 𝑢𝑟+1)
)
· · ·

))
.

We notice that the ℎ-th term is at most 1/𝛿𝑛 if 𝑍ℎ ≠ ★, and otherwise it is at most 1. So, in total,
we get a bound of (𝛿𝑛)−|𝑍 |.
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We now prove the second part of the statement. Let |𝑄 | = 𝑡 + 1. We have two cases.
Case 1: 𝒁 does not contain a ★ entry. This means that |𝑍 | = 𝑟 + 2. Let 𝑍′ ∈ [𝑛]𝑟+1 × {★} be 𝑍
with the last entry replaced by a ★, i.e., 𝑍′

ℎ
= 𝑍ℎ for all 1 ≤ ℎ ≤ 𝑟 + 1, and 𝑍′

𝑟+2 = ★. We observe
that ∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
:𝑍⊆𝐶

wtℋ (𝑟+1)
𝑖

(𝐶) ≤
∑

𝐶∈ℋ (𝑟+1)
𝑖

:𝑍⊆𝐶

wtℋ (𝑟+1)
𝑖

(𝐶) ≤
∑

𝐶∈ℋ (𝑟+1)
𝑖

:𝑍′⊆𝐶

wtℋ (𝑟+1)
𝑖

(𝐶) ≤ (𝛿𝑛)−|𝑍′ | = (𝛿𝑛)−𝑟−1 ,

where we use the first statement that we have already shown. To finish the argument in this case,
we need to argue that wt(𝑄)𝑑 |𝑍 |−|𝑄 |(𝛿𝑛)−|𝑍 |−1+|𝑄 | ≥ (𝛿𝑛)−𝑟−1. Indeed, we have by definition that
wt(𝑄) ≥ 𝑛𝑑 |𝑄 |−1(𝛿𝑛)−|𝑄 |, and so

wt(𝑄)𝑑 |𝑍 |−|𝑄 |(𝛿𝑛)−|𝑍 |−1+|𝑄 | ≥ 1
𝛿
𝑑 |𝑍 |−1(𝛿𝑛)−|𝑍 | = (𝛿𝑛)−𝑟−1 · 1

𝛿2𝑛
𝑑𝑟+1 .

Thus, the desired inequality holds if 𝑑𝑟+1 ≥ 𝑛.
Case 2: 𝒁 contains a★ entry. This means that |𝑍 | ≤ 𝑟 +1. Then, we have that 𝑍 = (𝑍(1),★,𝑍(2),𝑄),
where 𝑍(2) contains no ★ entries.

We observe that each 𝐶 ∈ ℋ (𝑟+1,𝑄)
𝑖

with 𝑍 ⊆ 𝐶 can be split into 3 parts: 𝐶 = (𝑖,𝐶(1),𝐶(2),𝐶(3)),
where 𝐶(3) ∈ 𝒯 (𝑄) is a length 𝑡 chain, (𝑖,𝐶(1)) is a length |𝑍(1) | chain with head 𝑖, and 𝐶(2) is a
length 𝑟 − 𝑡 − |𝑍(1) | chain whose head is the tail of 𝐶(1) and whose tail is the head of 𝐶(3). By
𝛿-smoothness,

∑
𝐶(1) :𝑍(1)⊆𝐶(1) wt

ℋ (|𝑍
(1) |)

𝑖

(𝑖,𝐶(1)) ≤ (𝛿𝑛)−|𝑍(1) |.

We either have that (𝑍(2),𝑄) is 𝑄, i.e., 𝑍(2) is empty, or that (𝑍(2),𝑄) is not 𝑄. In the first
case,

∑
𝐶(3)∈𝒯 (𝑄) wtℋ (𝑡)(𝐶(3)) = wt(𝑄) by definition (note that if 𝑡 = 0, then 𝐶(3) is just the single

vertex 𝑣 where 𝑄 = (𝑣), and we have defined wt(𝑄) = 1). In the second case, we observe
that by Definitions 12.5.2 and 12.5.4, (𝑍(2),𝑄) cannot be heavy. Indeed, if it was, then either

𝐶(3) ∈ 𝒯 (𝑍(2),𝑄), and so 𝐶 ∈ ℋ (𝑟+1,(𝑍(2),𝑄))
𝑖

, or else there is some other 𝑄′ with |𝑄′ | = |𝑍(2) | + 𝑡 + 1

with 𝐶(3) ∈ 𝒯 (𝑄′), in which case we would have 𝐶 ∈ ℋ (𝑟+1,𝑄′)
𝑖

. We note that here we must use that
𝑍 contains at least one ★, so that |𝑍(2) | + |𝑄 | ≤ 𝑟 + 1. This is because all heavy 𝑄′ have |𝑄′ | ≤ 𝑟 + 1,
as they are defined for the length 𝑟-chains.

Thus, (𝑍(2),𝑄) cannot be heavy. It then follows that
∑
𝐶(3) :𝐶(3)∉𝒯 (𝑄′) ∀𝑄′∈𝑃

𝑡+|𝑍(2) |
wtℋ (𝑡)(𝐶(3)) ≤

𝑛𝑑 |𝑍
(2) |+𝑡(𝛿𝑛)−|𝑍(2) |−𝑡−1 ≤ wt(𝑄)𝑑 |𝑍(2) |(𝛿𝑛)−|𝑍(2) |. We note that any 𝐶 ∈ ℋ (𝑟+1,𝑄)

𝑖
must have 𝐶(3) ∉

𝒯 (𝑄′) ∀𝑄′ ∈ 𝑃𝑡+|𝑍(2) |, as otherwise we would violate Item (2) in Definition 12.5.2 since |𝑍(2) | ≥ 1.
To finish the proof, we observe that once 𝐶(1) and 𝐶(3) are chosen, the total weight of all “valid”

𝐶(2), i.e., 𝐶(2)’s that could complete the chain to form 𝐶 ∈ ℋ (𝑟+1,𝑄)
𝑖

, is at most 1/𝛿𝑛. Indeed,
this is because the head of 𝐶(2) is the tail of 𝐶(1) and its tail is the head of 𝐶(3), and the total
weight of all length ℎ chains, for any ℎ, with a fixed head 𝑢 and fixed tail 𝑣 is at most 1/𝛿𝑛 by
𝛿-smoothness. Thus, in total, we have shown that

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖

wtℋ (𝑟+1)
𝑖

(𝐶) ≤ (𝛿𝑛)−|𝑍(2) | · (𝛿𝑛)−1 ·

wt(𝑄)𝑑 |𝑍(2) |(𝛿𝑛)−|𝑍(2) | = wt(𝑄) · 𝑑 |𝑍 |−|𝑄 |(𝛿𝑛)−|𝑍 |−1+|𝑄 |. □

12.6 Spectral refutation via Kikuchi matrices

In Section 12.5, we defined polynomials Ψ(𝑡)(𝑥, 𝑦) and a map from 𝑥 ↦→ 𝑦 such that Ψ(𝑥) =∑𝑟
𝑡=0 Ψ

(𝑡)(𝑥, 𝑦)when 𝑦 is the image of 𝑥 under this map. Thus, to prove Lemma 12.4.9, we need
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to upper bound E𝑏[val(∑𝑟
𝑡=0 Ψ

(𝑡)(𝑥, 𝑦))]. In this section, we will use the Kikuchi matrix method
to bound this quantity, thus proving Lemma 12.4.9.

12.6.1 Step 1: the Cauchy–Schwarz trick

First, we show that we can relate
∑𝑟
𝑡=0 Ψ

(𝑡)(𝑥, 𝑦) to a certain “cross-term” polynomial obtained
via applying the Cauchy–Schwarz inequality.
Lemma 12.6.1 (Cauchy–Schwarz trick). Let 𝑀 be a maximum directed matching1112 of [𝑘] and let 𝑓𝑀
be the cross-term polynomial defined as

𝑓
(𝑡)
𝑀

=
∑
{𝑖,𝑗}∈𝑀

𝑏𝑖𝑏 𝑗

∑
𝑄∈𝑃𝑡

1
wt(𝑄)Ψ𝑖,𝑄(𝑥)Ψ𝑗,𝑄(𝑥) ,

𝑓𝑀 =

𝑟∑
𝑡=0

𝑓
(𝑡)
𝑀

.

Then for every 𝑥, 𝑦 with ±1 values, it holds that(
𝑟∑
𝑡=0

Ψ(𝑡)(𝑥, 𝑦)
)2

≤ 𝑛(𝑟 + 1)
(
𝑘(𝑟 + 1)
𝛿2𝑛

+ 2𝑘E𝑀[ 𝑓𝑀]
)

,

where the expectation E𝑀 is over a uniformly random maximum directed matching 𝑀.

Proof. We will first apply the Cauchy–Schwarz inequality to eliminate the 𝑦 variables:(
𝑟∑
𝑡=0

Ψ(𝑡)(𝑥, 𝑦)
)2

=

(
𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

𝑦𝑄 ·
√

wt(𝑄)
(
𝑘∑
𝑖=1

𝑏𝑖
Ψ𝑖,𝑄√
wt(𝑄)

))2

≤
(
𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

𝑦2
𝑄wt(𝑄)

) ©«
𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

(
𝑘∑
𝑖=1

𝑏𝑖
Ψ𝑖,𝑄√
wt(𝑄)

)2ª®¬ .

By Observation 12.5.3, this is at most

≤ 𝑛(𝑟 + 1) ©«
𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

(
𝑘∑
𝑖=1

𝑏𝑖
Ψ𝑖,𝑄√
wt(𝑄)

)2ª®¬
≤ 𝑛(𝑟 + 1) ©«

𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

𝑘∑
𝑖,𝑗=1

𝑏𝑖𝑏 𝑗Ψ𝑖,𝑄Ψ𝑗,𝑄
ª®¬

≤ 𝑛(𝑟 + 1) ©«
𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

𝑘∑
𝑖=1

Ψ2
𝑖,𝑄 +

𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝑖≠𝑗∈[𝑘]

𝑏𝑖𝑏 𝑗Ψ𝑖,𝑄Ψ𝑗,𝑄
ª®¬ .

11A directed matching is a matching, only the edges are additionally directed
12This is a perfect matching if 𝑘 is even, and will leave one element of [𝑘] unmatched if 𝑘 is odd.

173



By Lemma 12.5.7, we have that

|Ψ𝑖,𝑄(𝑥)| ≤
∑

𝐶∈ℋ (𝑟+1,𝑄)
𝑖

wtℋ (𝑟+1)
𝑖

(𝐶) ≤ wt(𝑄) · (𝛿𝑛)−1 ,

Hence,
∑𝑟
𝑡=0

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑𝑘
𝑖=1 Ψ

2
𝑖,𝑄 ≤

𝑘
𝛿2𝑛2

∑𝑟
𝑡=0

∑
𝑄∈𝑃𝑡 wt(𝑄) ≤ 𝑘(𝑟+1)

𝛿2𝑛
.

To finish the proof, we observe that the probability that a pair (𝑖, 𝑗) is contained in a directed
matching 𝑀 is at least 1

2𝑘 . □

12.6.2 Step 2: defining the Kikuchi matrices

It thus remains to bound E𝑏[val( 𝑓𝑀)] for an arbitrary directed maximum matching 𝑀.
We define the Kikuchi matrices that we consider below.

Definition 12.6.2. Let 𝑖, 𝑗 ∈ [𝑘] and 𝑡 ∈ {0, . . . , 𝑟}. Let 𝑄 ∈ 𝑃𝑡 .
Let 𝐶 = (𝑖, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, . . . , 𝑢𝑟+1) ∈ ℋ (𝑟+1,𝑄)

𝑖
and 𝐶′ = (𝑗, 𝑣′1, 𝑣′2, 𝑢1, 𝑣′3, 𝑣′4, . . . , 𝑢𝑟+1) ∈

ℋ (𝑟+1,𝑄)
𝑗

. We let 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 ∈ {0, 1}(

[𝑛]
ℓ )

2𝑟+2

be the matrix with rows and columns by indexed by
(2𝑟 + 2)-tuples of sets (𝑆0, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟) of size exactly ℓ defined as follows.

We set 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 ((𝑆0, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟), (𝑇0, . . . ,𝑇𝑟 ,𝑇′0 , . . . 𝑇′𝑟 )) equal to 1 if the following holds,

and otherwise we set this entry to be 0. In what follows, we let 𝐶ℎ = {𝑣2ℎ+1, 𝑣2ℎ+2}, and we note
that |𝐶ℎ | = 2 for any chain with nonzero weight, by Definition 3.2.1.

1. For ℎ = 0, . . . , 𝑟 − 𝑡, we have 𝑆ℎ ⊕ 𝑇ℎ = 𝐶ℎ and 𝑣2ℎ+1 ∈ 𝑆ℎ , 𝑣2ℎ+2 ∈ 𝑇ℎ .
2. For ℎ = 0, . . . , 𝑟 − 𝑡, we have 𝑆′

ℎ
⊕ 𝑇′

ℎ
= 𝐶′

ℎ
and 𝑣′2ℎ+1 ∈ 𝑆

′
ℎ
, 𝑣′2ℎ+2 ∈ 𝑇

′
ℎ
,

3. For ℎ = 1, . . . , 𝑡, the following holds. Let 𝑤ℎ = 𝐶𝑟−𝑡+ℎ \𝑄ℎ , and 𝑤′
ℎ
= 𝐶′

𝑟−𝑡+ℎ \𝑄ℎ . We have
𝑆𝑟−𝑡+ℎ = 𝑅 ∪ {𝑤ℎ}, 𝑇𝑟−𝑡+ℎ = 𝑅 ∪ {𝑤′

ℎ
}, and 𝑆′

𝑟−𝑡+ℎ = 𝑇
′
𝑟−𝑡+ℎ .13

We let𝐴(𝑡)
𝑖,𝑗 =

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
,𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑖

(𝐶)wtℋ (𝑟+1)
𝑗

(𝐶′) ·𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 and𝐴𝑖,𝑗 =

∑𝑟
𝑡=0

1
𝐷𝑡
𝐴
(𝑡)
𝑖,𝑗 ,

where 𝐷𝑡 =
(𝑛−2
ℓ−1

)2𝑟+2−𝑡 ·
(𝑛
ℓ

) 𝑡 . For any matching 𝑀 on [𝑘], let 𝐴𝑀 =
∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐴𝑖,𝑗 . We will abuse

notation and let 𝐴 B 𝐴𝑀 .
The following lemma shows that we can express 𝑓𝑀(𝑥) as a (scaling of a) quadratic form on

the matrix 𝐴(𝑡).
Lemma 12.6.3. Let 𝑥 ∈ {−1, 1}𝑛 , and let 𝑥′ ∈ {−1, 1}𝑁 , where 𝑁 =

(𝑛
ℓ

)2𝑟+2, denote the vector where the
(𝑆0, 𝑆1, . . . , 𝑆𝑟 , 𝑆′0, 𝑆′1, . . . , 𝑆′𝑟)-th entry of 𝑥′ is

∏𝑟
ℎ=0 𝑥𝑆ℎ𝑥𝑆′ℎ . Let 𝑖, 𝑗 ∈ [𝑘] and 𝑡 ∈ {0, . . . , 𝑟}. Let𝑄 ∈ 𝑃𝑡 ,

and let let 𝐶 = (𝑖, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, . . . , 𝑢𝑟+1) ∈ ℋ (𝑟+1,𝑄)
𝑖

and 𝐶′ = (𝑗, 𝑣′1, 𝑣′2, 𝑢1, 𝑣′3, 𝑣′4, . . . , 𝑢𝑟+1) ∈
ℋ (𝑟+1,𝑄)
𝑗

. Then,

𝑥′⊤𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 𝑥′ = 𝐷𝑡𝑥𝑣1𝑥𝑣2

𝑟∏
ℎ=1

𝑥{𝑣2ℎ+1,𝑣2ℎ+2}\𝑄ℎ
· 𝑥𝑣′1𝑥𝑣′2

𝑟∏
ℎ=1

𝑥{𝑣′2ℎ+1,𝑣′2ℎ+2}\𝑄ℎ
,

13It is possible that one could have 𝑤ℎ = 𝑤′
ℎ

here. In that case, we pick a canonical extra vertex 𝑣, and require that

𝑣 ∉ 𝑅 as well. This is to ensure that the number of choices here for 𝑆𝑟−𝑡+ℎ and 𝑆′
𝑟−𝑡+ℎ is exactly

(𝑛−2
ℓ−1

) (𝑛
ℓ

)
; otherwise it

would be
(𝑛−1
ℓ−1

) (𝑛
ℓ

)
. The difference in the two cases is immaterial but it is convenient to have an exact count.
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i.e., the product of the monomials associated to 𝐶 and 𝐶′, modded out by 𝑄ℎ , where 𝐷𝑡 =
(𝑛−2
ℓ−1

)2𝑟+2−𝑡 ·
(𝑛
ℓ

) 𝑡 .
Moreover, for any matrix 𝐵(𝐶,𝐶′,𝑄)

𝑖,𝑗 obtained by “zeroing out” exactly 𝛼𝐷𝑡 entries of 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 , the equality

holds with a factor of 1− 𝛼 on the right.
In particular, 𝑥′⊤𝐴𝑥′ = 𝑓𝑀(𝑥).

Proof. Let ®𝑆 = (𝑆0, 𝑆1, . . . , 𝑆𝑟 , 𝑆′0, 𝑆′1, . . . , 𝑆′𝑟) and ®𝑇 = (𝑇0, . . . ,𝑇𝑟 ,𝑇′0 , . . . 𝑇′𝑟 ) be such that𝐴(
®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 ( ®𝑆, ®𝑇) =

1. Then, we have that

𝑥′®𝑆
𝑥′®𝑇

=

𝑟∏
ℎ=0

𝑥𝑆ℎ𝑥𝑇ℎ𝑥𝑆′ℎ𝑥𝑇
′
ℎ
=

𝑟−𝑡∏
ℎ=0

𝑥𝑆ℎ⊕𝑇ℎ𝑥𝑆′ℎ⊕𝑇
′
ℎ

𝑡∏
ℎ=1

𝑥𝑆𝑟−𝑡+ℎ⊕𝑇𝑟−𝑡+ℎ𝑥𝑆′𝑟−𝑡+ℎ⊕𝑇
′
𝑟−𝑡+ℎ

=

𝑟−𝑡∏
ℎ=0

𝑥𝐶ℎ𝑥𝐶′ℎ

𝑡∏
ℎ=1

𝑥𝐶𝑟−𝑡+ℎ\𝑄ℎ
𝑥𝐶′

𝑟−𝑡+ℎ\𝑄ℎ
,

which is equal to the product of monomials on the right-hand side of the equation we wish to
show.

It thus remains to argue that 𝐴(
®𝐶, ®𝐶′,𝑄)
𝑖,𝑗 has exactly 𝐷𝑡 nonzero entries. We observe that, for

each ℎ = 0, . . . , 𝑟 − 𝑡, there are exactly
(𝑛−2
ℓ−1

)
pairs (𝑆ℎ ,𝑇ℎ) such that 𝑆ℎ ⊕ 𝑇ℎ = 𝐶ℎ with 𝑣2ℎ+1 ∈ 𝑆ℎ

and 𝑣2ℎ+2 ∈ 𝑇ℎ . Indeed, this is because we must simply choose a set of size ℓ − 1 that does not
contain either of 𝑣2ℎ+1 and 𝑣2ℎ+2, and then this determines 𝑆ℎ and 𝑇ℎ .

For ℎ = 1, . . . , 𝑡, there are exactly
(𝑛−2
ℓ−1

)
choices of (𝑆𝑟−𝑡+ℎ ,𝑇𝑟−𝑡+ℎ). Indeed, this is because

𝑆𝑟−𝑡+ℎ must contain 𝑤ℎ and 𝑇𝑟−𝑡+ℎ must contain 𝑤′
ℎ
. Note that if 𝑤ℎ = 𝑤

′
ℎ
, then there are actually(𝑛−1

ℓ−1

)
choices! However, using the slightly modified definition of the matrix in the footnote in

Definition 12.6.2, we can again force there to be exactly
(𝑛−2
ℓ−1

)
choices. Finally, there are

(𝑛
ℓ

)
choices

for (𝑆′
𝑟−𝑡+ℎ ,𝑇′

𝑟−𝑡+ℎ), as we must have 𝑆′
𝑟−𝑡+ℎ = 𝑇

′
𝑟−𝑡+ℎ .

Combining, we see that 𝐷𝑡 =
(𝑛−2
ℓ−1

)2(𝑟−𝑡+1) · (
(𝑛−2
ℓ−1

) (𝑛
ℓ

)
)𝑡 =

(𝑛−2
ℓ−1

)2𝑟+2−𝑡 (𝑛
ℓ

) 𝑡 , as required. □

12.6.3 Step 3: finding a regular submatrix of the Kikuchi matrix

By Lemma 12.6.3, in order to upper bound E𝑏[val( 𝑓𝑀)], it suffices to bound E𝑏[∥𝐴∥∞→1] ≤
𝑁E𝑏[∥𝐴∥2], where 𝑁 =

(𝑛
ℓ

)2𝑟+2; here, we use that ∥𝐴∥∞→1 ≤ 𝑁 ∥𝐴∥2 always holds.
To bound ∥𝐴∥2, we will write 𝐴 =

∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐴𝑖,𝑗 and apply Fact 3.4.2. To do this, we need to

bound ∥𝐴𝑖,𝑗 ∥2, which we shall do by upper bounding the maximum ℓ1-norm of any row/column
of the matrix. In turns out there are some rows that indeed have a large ℓ1-norm. To handle this
issue, we shall zero out the “bad rows”, as follows. To do this, we will need to use the following
technical lemma, proven in Section 12.7, that bounds the expected ℓ1-norm of a row and the
conditional expectation given that the row has a nonzero entry in a specific matrix 𝐴(𝐶,𝐶′,𝑄)

𝑖,𝑗 .

Lemma 12.6.4 (First and conditional moment bounds). Fix 𝑟 ≥ 1, 𝑖, 𝑗 ∈ [𝑘], and let ℋ (𝑟+1)
𝑖

and
ℋ (𝑟+1)
𝑗

denote the (𝑟 + 1)-chain hypergraph with heads in 𝑖 and 𝑗 respectively. Let ∪𝑟
𝑡=0 ∪𝑄∈𝑃𝑡 ℋ

(𝑟+1,𝑄)
𝑖

be

a smooth partition ofℋ (𝑟+1)
𝑖

, as defined in Definitions 12.5.2 and 12.5.4. Let 𝐴𝑖,𝑗 be the Kikuchi matrix
defined in Definition 12.6.2, which depends on 𝑟, 𝑖, 𝑗, and the pieces ∪𝑄∈𝑃𝑡ℋ (𝑟+1,𝑄) of the refinement, and
the matching 𝑀.
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Let ®𝑆 = (𝑆0, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟) ∈
([𝑛]
ℓ

)2𝑟+2
be a row of the matrix, and let deg𝑖,𝑗( ®𝑆) denote the ℓ1-norm

of the ®𝑆-th row of 𝐴𝑖,𝑗 . Then,

E®𝑆[deg𝑖,𝑗( ®𝑆)] ≤
1

𝑁 · 𝛿𝑛 ,

where 𝑁 =
(𝑛
ℓ

)2𝑟+2.
Furthermore, let 𝑡 ∈ {0, . . . , 𝑟}, 𝑄 ∈ 𝑃𝑡 , and 𝐶 ∈ ℋ (𝑟+1,𝑄)

𝑖
and 𝐶′ ∈ ℋ (𝑟+1,𝑄)

𝑗
. Let 𝒟𝐶,𝐶′,𝑄 denote

the uniform distribution over rows of 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 that contain a nonzero entry. Then, if 𝑑𝑟+1 ≥ 𝑛 and

ℓ ≥ 2𝑑(𝑟 + 1)/𝛿, it holds that

E®𝑆∼𝒟𝐶,𝐶′,𝑄
[deg𝑖,𝑗( ®𝑆)] ≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
· 4
𝑁𝛿𝑛

.

Let us now use Lemma 12.6.4 to argue the following. For a sufficiently large constant Γ, there
exist submatrices 𝐵(𝐶,𝐶′,𝑄)

𝑖,𝑗 , i.e., a {0, 1}-matrix where 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 ( ®𝑆, ®𝑇) = 1 implies 𝐴(𝐶,𝐶′,𝑄)

𝑖,𝑗 ( ®𝑆, ®𝑇) = 1,

such that (1) each 𝐵
(𝐶,𝐶′,𝑄)
𝑖,𝑗 contains exactly 𝐷𝑡/2 nonzero entries, and (2) the ℓ1-norm of any

row/column of 𝐵𝑖,𝑗 (defined analogously to 𝐴𝑖,𝑗) is at most Γ
𝑁 ·𝛿𝑛 .

We do this as follows. First, we observe that 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 ( ®𝑆, ®𝑇) = 𝐴

(𝐶′,𝐶,𝑄)
𝑗,𝑖 ( ®𝑅, ®𝑊), where ®𝑅 =

(𝑆′0, . . . , 𝑆′𝑟 , 𝑆0, . . . , 𝑆𝑟) and ®𝑊 = (𝑇′0 , . . . ,𝑇′𝑟 ,𝑇0, . . . ,𝑇𝑟). In particular, this symmetry implies that
the bounds on the moments for rows in Lemma 12.6.4 hold for columns as well.

Let ℬ1 = { ®𝑆 : deg𝑖,𝑗( ®𝑆) ≥ Γ
𝑁 ·𝛿𝑛 } denote the set of bad rows with ℓ1-norm at least Γ

𝑁 ·𝛿𝑛 ,
and similarly let ℬ2 be the same but for the columns. Applying Markov’s inequality and the
conditional degree bound, we see that ℬ1 contains at most 𝑂(1/Γ)-fraction of the rows where
𝐴
(𝐶,𝐶′,𝑄)
𝑖,𝑗 is nonzero, and similarly ℬ2 contains at most 𝑂(1/Γ)-fraction of the columns where

𝐴
(𝐶,𝐶′,𝑄)
𝑖,𝑗 is nonzero. Thus, after removing these rows, we still have at least (1−𝑂(1/Γ))𝐷𝑡 nonzero

entries in 𝐴
(𝐶,𝐶′,𝑄)
𝑖,𝑗 . When Γ is a sufficiently large constant, this is at least 1/2, and so we can

choose an arbitrary subset of exactly 𝐷𝑡/2 nonzero entries. We let 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 be the matrix with

those nonzero entries.
The first property is clearly satisfied by construction. The second property is satisfied because

the ℓ1-norm of any row/column of 𝐵𝑖,𝑗 is clearly at most Γ
𝑁 ·𝛿𝑛 , again by construction.

12.6.4 Step 4: finishing the proof

Let 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 be the matrix produced in Section 12.6.3.

We let 𝐵(𝑡)
𝑖,𝑗 =

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
,𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑖

(𝐶)wtℋ (𝑟+1)
𝑗

(𝐶′) ·𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 and 𝐵𝑖,𝑗 =

∑𝑟
𝑡=0

1
𝐷𝑡
𝐵
(𝑡)
𝑖,𝑗 .

For any matching 𝑀 on [𝑘], let 𝐵𝑀 =
∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝑏 𝑗𝐵𝑖,𝑗 . We will abuse notation and let 𝐵 B 𝐵𝑀 .

By Lemma 12.6.3 and the fact that 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 has exactly 𝐷𝑡/2 nonzero entries of 𝐴(𝐶,𝐶′,𝑄)

𝑖,𝑗 in it,

we see that for every 𝑥 ∈ {−1, 1}𝑛 , there exists 𝑥′ ∈ {−1, 1}𝑁 such that 𝑥′⊤𝐵𝑥′ = 1
2 𝑓𝑀(𝑥). We also

have that ∥𝐵𝑖,𝑗 ∥2 ≤ Γ
𝑁 ·𝛿𝑛 , by construction in Section 12.6.3.

By Fact 3.4.2, it therefore follows that

E𝑏[val( 𝑓𝑀(𝑥))] ≤ 2E𝑏[𝑁 ∥𝐵∥2] ≤ 𝑁 ·
Γ

𝑁 · 𝛿𝑛 ·𝑂(
√
𝑘 log𝑁) = 𝑂(

√
𝑘ℓ 𝑟 log 𝑛) · 1

𝛿𝑛

176



Hence,

E𝑏[val(Ψ(𝑥, 𝑦))]2 ≤ E𝑏[val(Ψ(𝑥, 𝑦)2)] ≤ 𝑛(𝑟 + 1)
(
𝑘(𝑟 + 1)
𝛿2𝑛

+ 2𝑘E𝑏,𝑀[val( 𝑓𝑀)]
)

≤ 𝑛(𝑟 + 1)
(
𝑘(𝑟 + 1)
𝛿2𝑛

+ 2𝑘𝑂(
√
𝑘ℓ 𝑟 log 𝑛) · 1

𝛿𝑛

)
=
𝑘(𝑟 + 1)

𝛿

(
𝑟 + 1
𝛿
+ 2𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)
≤ 𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛) ,

as ℓ ≥ 𝑂(𝑟/𝛿) and we can assume that 𝑘 ≥ 1/𝛿 (as otherwise we are already done).

12.6.5 Step 5: optimizing the log 𝑛 factor and proving Theorem 8

We will now prove Theorem 8 using the tools that we have developed in Sections 12.4 to 12.6. Let
ℒ be a (3, 𝛿)-linear LCC in normal form (Definition 3.3.9), with 3-uniform hypergraph matchings
𝐻1, . . . ,𝐻𝑛 each of size 𝛿𝑛. Similar to the analysis in Section 12.2, we will use the 3-LCC ℒ to
construct a 2-LDC, and then we apply the lower bound of [GKST06] (Fact 3.3.4).

The reason this approach saves a single log 𝑛 factor is that, in the case of 2-query linear codes,
Fact 3.3.4 shows a lower bound of 𝛿𝑘 ≤ 2 log2 𝑛, which saves a factor of 𝛿 over the lower bound
from spectral refutation of 𝛿2𝑘 ≤ 𝑂(log 𝑛) for nonlinear 2-LDCs. In our reduction, we shall
produce a 2-LDC with 𝛿′ ∼ 𝛿/log 𝑛, so this optimization saves us a 𝑂(log 𝑛) factor. As a result,
we get a final lower bound of 𝑘 ≤ 𝑂(log4 𝑛), as opposed to the lower bound of 𝑘 ≤ 𝑂(log5 𝑛) that
we obtained earlier.

We set 𝑟 = 𝑂(log 𝑛), 𝑑 = 2, and ℓ = 𝑂(𝑑𝑟/𝛿) = 𝛿−1𝑂(log 𝑛) and follow the steps above.
We construct the polynomial Ψ (Definition 12.4.7) and then decompose Ψ into Ψ(0), . . . ,Ψ(𝑟)

(Definition 12.5.5). By Lemmas 12.4.8 and 12.6.1, we have

𝑘2 = E𝑏[val(Ψ)]2 ≤ E𝑏[val(Ψ(𝑥, 𝑦))]2 ≤ E𝑏[val(Ψ(𝑥, 𝑦)2)] ≤ 𝑛(𝑟 + 1)
(
𝑘(𝑟 + 1)
𝛿2𝑛

+ 2𝑘E𝑏,𝑀[val( 𝑓𝑀)]
)

.

Hence, either 𝑘 ≤ (𝑟 + 1)2/𝛿2 = 𝑂(log2 𝑛/𝛿2) and we are done, or else E𝑏,𝑀[val( 𝑓𝑀)] ≥ 𝑘
2𝑛(𝑟+1) , and

hence there exists a directed matching 𝑀 such that val( 𝑓𝑀) ≥ 𝑘
2𝑛(𝑟+1) . Let us proceed assuming

that we are in the second case.
Let us now construct the new code and argue that it is a 2-LDC. We define a mapℒ′ : {0, 1}𝑛 →

{0, 1}2𝑁 , where 𝑁 =
(𝑛
ℓ

)2𝑟+2, in an analogous way to Section 12.2. Namely, there are 2𝑁 entries
of ℒ′(𝑥), corresponding to the rows and columns of the Kikuchi matrices in Definition 12.6.2.
For each row ®𝑆 = (𝑆0, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟), we let ℒ′(𝑥)®𝑆 be 𝑥 ®𝑆 B

∏𝑟
𝑡=0 𝑥𝑆𝑡 𝑥𝑆′𝑡 , and similarly for the

columns ®𝑇.
Let 𝐿 = {𝑖 : (𝑖, 𝑗) ∈ 𝑀} denote the “left halves” of the edges in the matching 𝑀. Without loss

of generality, we can assume that 𝑘′ B |𝐿| ≥ 𝑘−1
2 , as otherwise we can swap the left and right

halves of 𝑀. Let ℒ′′ : {−1, 1}𝐿 → {−1, 1}2𝑁 be the linear code defined from ℒ as follows. For
each 𝑏 ∈ {−1, 1}𝐿, we first extend 𝑏 to be in {−1, 1}𝑘 by setting 𝑏 𝑗 = 1 for all 𝑗 ∉ 𝐿 (for 𝑏 ∈ {−1, 1}𝐿,
we shall abuse notation and think of 𝑏 as in {−1, 1}𝑘 using this trivial extension). Then, we let
𝑥 = ℒ(𝑏), and finally we let 𝑥′ B ℒ′(𝑥).

We now argue that ℒ′′ is a (2, 𝛿′)-linear LDC with 𝛿′ = Ω(𝛿/log 𝑛). Let 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 be the matrix

produced in Section 12.6.3. Similar to the proof of Lemma 12.4.8, we observe that for any nonzero
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entry ( ®𝑆, ®𝑇) of 𝐵𝑖,𝑗 and any 𝑥 = ℒ(𝑏), it holds that 𝑥 ®𝑆𝑥 ®𝑇 = 𝑏𝑖𝑏 𝑗 . Hence, for any codeword 𝑥′ ∈ ℒ′′,
it holds that 𝑥′®𝑆

𝑥′®𝑇
= 𝑏𝑖 , as 𝑏 𝑗 = 1 since 𝑗 ∉ 𝐿. We can thus use the 𝐵(𝐶,𝐶′,𝑄)

𝑖,𝑗 matrices to decode the
message bits.

Hence, it remains to argue that each 𝑖 ∈ 𝐿 admits a large matching on [2𝑁]. As before, let
𝐵
(𝑡)
𝑖,𝑗 =

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
,𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑖

(𝐶)wtℋ (𝑟+1)
𝑗

(𝐶′) · 𝐵(𝐶,𝐶′,𝑄)
𝑖,𝑗 and 𝐵𝑖,𝑗 =

∑𝑟
𝑡=0

1
𝐷𝑡
𝐵
(𝑡)
𝑖,𝑗 . We

also let 𝐵 =
∑
(𝑖,𝑗)∈𝑀 𝑏𝑖𝐵𝑖,𝑗 . We will view each 𝐵𝑖,𝑗 as a weighted graph, where 𝑚𝑖,𝑗 denotes the total

weight of the edges in 𝐵𝑖,𝑗 . By the observation in the previous paragraph, if we let 𝑥′ be a codeword
of ℒ′′, we have that 𝑥′⊤𝐵𝑥′ = 𝑚, where 𝑚 =

∑
(𝑖,𝑗)∈𝑀 𝑚𝑖,𝑗 . Moreover, 𝑚 = 1

2 val( 𝑓𝑀) ≥ 𝑘
4𝑛(𝑟+1) .

By construction, the ℓ1-norm of any row/column of 𝐵𝑖,𝑗 is at most Δ = Γ
𝑁 ·𝛿𝑛 . We can thus find

an unweighted matching 𝐺𝑖,𝑗 of size 𝑚𝑖,𝑗/2Δ where 𝐺𝑖,𝑗 is a subgraph of 𝐵𝑖,𝑗 . Indeed, this follows
by a simple greedy algorithm, where we pick an arbitrary edge in 𝐵𝑖,𝑗 to add to 𝐺𝑖,𝑗 and then
remove all the neighboring edges. At each step, the total weight of all the edges we remove is at
most 2Δ, and therefore we construct a matching of size at least 𝑚𝑖,𝑗/2Δ.

We are now ready to apply Fact 3.3.4. We have∑
(𝑖,𝑗)∈𝑀

|𝐺𝑖,𝑗 | ≥
1

2Δ

∑
(𝑖,𝑗)∈𝑀

𝑚𝑖,𝑗 =
𝑚

2Δ
≥ 𝑘

8𝑛(𝑟 + 1)Δ =
𝑘𝑁 · 𝛿

8Γ(𝑟 + 1) ≥ Ω

(
𝛿𝑘𝑁
log 𝑛

)
,

where we use that Γ = 𝑂(1) is a constant and 𝑟 = 𝑂(log 𝑛). Hence, by Fact 3.3.4, we have that

𝑘 − 1
2
≤ |𝐿| ≤ 𝑂

(
log 𝑛
𝛿
· log𝑁

)
≤ 𝑂

(
log 𝑛
𝛿
· 𝑟ℓ log 𝑛

)
= 𝑂

(
log4 𝑛

𝛿2

)
.

Hence, 𝑘 ≤ 𝑂(log4 𝑛/𝛿2), which finishes the proof of Theorem 8 for the case of F = F2, up to the
proof of Lemma 12.6.4.

12.7 Row pruning: proof of Lemma 12.6.4

In this section, we prove Lemma 12.6.4, restated below.

Lemma 12.7.1 (First and conditional moment bounds). Fix 𝑟 ≥ 1, 𝑖, 𝑗 ∈ [𝑘], and let ℋ (𝑟+1)
𝑖

and
ℋ (𝑟+1)
𝑗

denote the (𝑟 + 1)-chain hypergraph with heads in 𝑖 and 𝑗 respectively. Let ∪𝑟
𝑡=0 ∪𝑄∈𝑃𝑡 ℋ

(𝑟+1,𝑄)
𝑖

be

a smooth partition ofℋ (𝑟+1)
𝑖

, as defined in Definitions 12.5.2 and 12.5.4. Let 𝐴𝑖,𝑗 be the Kikuchi matrix
defined in Definition 12.6.2, which depends on 𝑟, 𝑖, 𝑗, and the pieces ∪𝑄∈𝑃𝑡ℋ (𝑟+1,𝑄) of the refinement, and
the matching 𝑀.

Let ®𝑆 = (𝑆0, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟) ∈
([𝑛]
ℓ

)2𝑟+2
be a row of the matrix, and let deg𝑖,𝑗( ®𝑆) denote the ℓ1-norm

of the ®𝑆-th row of 𝐴𝑖,𝑗 . Then,

E®𝑆[deg𝑖,𝑗( ®𝑆)] ≤
1

𝑁 · 𝛿𝑛 ,

where 𝑁 =
(𝑛
ℓ

)2𝑟+2.
Furthermore, let 𝑡 ∈ {0, . . . , 𝑟}, 𝑄 ∈ 𝑃𝑡 , and 𝐶 ∈ ℋ (𝑟+1,𝑄)

𝑖
and 𝐶′ ∈ ℋ (𝑟+1,𝑄)

𝑗
. Let 𝒟𝐶,𝐶′,𝑄 denote

the uniform distribution over rows of 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 that contain a nonzero entry. Then, if 𝑑𝑟+1 ≥ 𝑛 and
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ℓ ≥ 2𝑑(𝑟 + 1)/𝛿, it holds that

E®𝑆∼𝒟𝐶,𝐶′,𝑄
[deg𝑖,𝑗( ®𝑆)] ≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
· 4
𝑁𝛿𝑛

.

Proof. We begin by estimating the first moment, i.e., E®𝑆[deg𝑖,𝑗( ®𝑆)]. By definition, we have that

E®𝑆[deg𝑖,𝑗( ®𝑆)] =
1
𝑁

𝑟∑
𝑡=0

1
𝐷𝑡

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
,𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑖

(𝐶)wtℋ (𝑟+1)
𝑗

(𝐶′) ·𝐷𝑡

=
1
𝑁

𝑟∑
𝑡=0

∑
𝑄∈𝑃𝑡

1
wt(𝑄)

∑
𝐶∈ℋ (𝑟+1,𝑄)

𝑖
,𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑖

(𝐶)wtℋ (𝑟+1)
𝑗

(𝐶′) .

We note that the latter quantity is simply equal to 1
𝑁

∑
𝐶∈ℋ (𝑟+1)

𝑖

wtℋ (𝑟+1)
𝑖

(𝐶)∑
𝐶′∈ℋ (𝑟+1,𝑄)

𝑗
:𝐶∈ℋ (𝑟+1,𝑄)

𝑖

1
wt(𝑄) ·

wtℋ (𝑟+1)
𝑗

(𝐶′), where the second sum is over 𝐶′ ∈ ℋ (𝑟+1,𝑄)
𝑗

where 𝑄 is determined by the choice of

𝐶. We note that for any 𝑄,
∑
𝐶′∈ℋ (𝑟+1,𝑄)

𝑗

wtℋ (𝑟+1)
𝑗

(𝐶′) ≤ wt(𝑄)
𝛿𝑛 , and hence we conclude that

E®𝑆[deg𝑖,𝑗( ®𝑆)] ≤
1
𝑁

∑
𝐶∈ℋ (𝑟+1)

𝑖

wtℋ (𝑟+1)
𝑖

(𝐶) 1
𝛿𝑛
≤ 1
𝑁 · 𝛿𝑛 .

Next, we estimate the conditional first moment. Fix a 𝑄 ∈ 𝑃𝑡 for some 0 ≤ 𝑡 ≤ 𝑟, and let
𝐶 ∈ ℋ (𝑟+1,𝑄)

𝑖
,𝐶′ ∈ ℋ (𝑟+1,𝑄)

𝑗
. We now bound E®𝑆∼𝒟𝐶,𝐶′,𝑄

[deg𝑖,𝑗( ®𝑆)], where 𝒟𝐶,𝐶′,𝑄 is the uniform

distribution over all rows ®𝑆 such that 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 has a nonzero entry. We note that there are exactly

𝐷𝑡 such rows.
We shall proceed in two steps. First, we consider a fixed (𝐷,𝐷′,𝑄′)with 𝐷 ∈ ℋ (𝑟+1,𝑄′)

𝑖
,𝐷′ ∈

ℋ (𝑟+1,𝑄′)
𝑗

. Let |𝑄′ | = 𝑡′ + 1. We will upper bound the number of rows ®𝑆 where 𝐴(𝐶,𝐶′,𝑄)
𝑖,𝑗 and

𝐴
(𝐷,𝐷′,𝑄′)
𝑖,𝑗 , normalized by the factor of 1/𝐷𝑡′ . This will depend on the number of shared vertices 𝑧

between these two pairs of chains, for an appropriate definition of shared vertices. Then, we will,
for each choice of 𝑧, bound the total weight of the number of chains (𝐷,𝐷′,𝑄′) have “intersection
𝑧” with (𝐶,𝐶′,𝑄), which will conclude the argument.

Step 1: bounding the normalized number of entries for a fixed (𝑫,𝑫′,𝑸′). To begin, we will
define the number of “shared vertices” between two pairs of chains (𝐶,𝐶′,𝑄) and (𝐷,𝐷′,𝑄′).

Definition 12.7.2 (Left vertices). Let (𝐶,𝐶′,𝑄) be such that 𝑄 ∈ 𝑃𝑡 and 𝐶 ∈ ℋ (𝑟+1,𝑄)
𝑖

,𝐶′ ∈
ℋ (𝑟+1,𝑄)
𝑗

. Let 𝐶 = (𝑖, 𝑣1, 𝑣2, 𝑢1, . . . , 𝑢𝑟+1) and 𝐶′ = (𝑗, 𝑣′1, 𝑣′2, 𝑢′1, . . . , 𝑢′
𝑟+1). The tuple of left vertices

of (𝐶,𝐶′,𝑄) is the sequence (𝑣1, 𝑣3, 𝑣5, . . . , 𝑣2(𝑟−𝑡)+1,𝑤1, . . . ,𝑤𝑡 , 𝑣′1, 𝑣′3, . . . , 𝑣′2(𝑟−𝑡)+1), where 𝐶ℎ =

{𝑣2ℎ+1, 𝑣2ℎ+2} = {𝑤ℎ ,𝑄ℎ}. We denote this sequence by 𝐿(𝐶,𝐶′,𝑄).

Remark 12.7.3. The reason for the above definition is the following. If ®𝑆 is a row where the matrix
𝐴
(𝐶,𝐶′,𝑄)
𝑖,𝑗 has a nonzero entry, then the entries of 𝐿(𝐶,𝐶′,𝑄) (in order) are contained in the sets
(𝑆0, . . . , 𝑆𝑟−𝑡 , 𝑆𝑟−𝑡+1, . . . , 𝑆𝑟 , 𝑆′0, . . . , 𝑆′𝑟−𝑡), e.g., 𝑣1 ∈ 𝑆0, 𝑣3 ∈ 𝑆1, 𝑤1 ∈ 𝑆𝑟−𝑡+1, etc.

179



Definition 12.7.4 (Intersection patterns). Let (𝐶,𝐶′,𝑄) and (𝐷,𝐷′,𝑄′) be such that 𝐶 ∈ ℋ (𝑟+1,𝑄)
𝑖

,𝐶′ ∈
ℋ (𝑟+1,𝑄)
𝑗

and 𝐷 ∈ ℋ (𝑟+1,𝑄′)
𝑖

,𝐷′ ∈ ℋ (𝑟+1,𝑄′)
𝑗

.

The intersection pattern of (𝐶,𝐶′,𝑄) and (𝐷,𝐷′,𝑄′), given by 𝑍 ∈ {0, 1}2𝑟+2−𝑡 , is defined as
𝑍ℎ = 1 if 𝐿(𝐶,𝐶′,𝑄)ℎ = 𝐿(𝐷,𝐷′,𝑄′)ℎ , and it is 0 otherwise. Note that the sequences 𝐿(𝐶,𝐶′,𝑄)
and 𝐿(𝐷,𝐷′,𝑄′)may not have the same length; if ℎ is “out of bounds” for 𝐿(𝐷,𝐷′,𝑄′), then we
set 𝑍ℎ = 0.

We now fix (𝐷,𝐷′,𝑄′) and count the number of rows as a function of the intersection pattern
𝑍. Let 𝑡′ = |𝑄′ | − 1. We have two cases. In the first case, 𝑡 ≥ 𝑡′, which implies that |𝐿(𝐶,𝐶′,𝑄)| ≤
|𝐿(𝐷,𝐷′,𝑄)|. We observe that in order for a row ®𝑆 to have a nonzero entry for both pairs of
chains, the following must hold:

1. for ℎ = 1, . . . , 𝑟 + 2 (the first 𝑟 + 1 sets), we have {𝐿(𝐶,𝐶′,𝑄)ℎ , 𝐿(𝐷,𝐷′,𝑄)ℎ} ⊆ 𝑆ℎ ,

2. for ℎ = 𝑟 + 2, . . . , 2𝑟 + 3− 𝑡 (the next 𝑟 + 1− 𝑡 sets), we have {𝐿(𝐶,𝐶′,𝑄)ℎ , 𝐿(𝐷,𝐷′,𝑄)ℎ} ⊆
𝑆′
ℎ−(𝑟+2),

3. for ℎ = 2𝑟 + 3− 𝑡, . . . , 2𝑟 + 2− 𝑡′ (the next 𝑡 − 𝑡′ sets), we have 𝐿(𝐷,𝐷′,𝑄)ℎ ∈ 𝑆′ℎ−(𝑟+2),

4. for ℎ = 2𝑟 + 2− 𝑡′ + 1, . . . , 2𝑟 + 2 (the final 𝑡′ sets), we have 𝑆′
ℎ−(𝑟+2) is arbitrary.

We observe that for each intersection point, i.e., an ℎ such that 𝐿(𝐶,𝐶′,𝑄)ℎ = 𝐿(𝐷,𝐷′,𝑄)ℎ , there
are

( 𝑛
ℓ−1

)
choices for the corresponding set, as it needs to only contain one vertex. For each

nonintersection point, i.e., an ℎ ∈ {1, . . . , 2𝑟 + 2− 𝑡} where 𝐿(𝐶,𝐶′,𝑄)ℎ ≠ 𝐿(𝐷,𝐷′,𝑄)ℎ , we have( 𝑛
ℓ−2

)
choices, because the set needs to contain both vertices. Finally, we have

( 𝑛
ℓ−1

)
choices for

each of the 𝑡 − 𝑡′ sets in the third case, and
(𝑛
ℓ

)
choices for the last 𝑡 sets in the final case. In total,

we have
( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

)2𝑟+2−𝑡−𝑧 ( 𝑛
ℓ−1

) 𝑡−𝑡′ (𝑛
ℓ

) 𝑡′.
In the second case, 𝑡 ≤ 𝑡′. We observe that by swapping the roles of 𝑡 and 𝑡′ above, we get a

bound of
( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

)2𝑟+2−𝑡′−𝑧 ( 𝑛
ℓ−1

) 𝑡′−𝑡 (𝑛
ℓ

) 𝑡 .
Now, although the above counts are different, we observe that they are within constant factors

of each other. Indeed, we have

( 𝑛
ℓ−2

)−𝑡′ ( 𝑛
ℓ−1

) 𝑡′−𝑡 (𝑛
ℓ

) 𝑡( 𝑛
ℓ−2

)−𝑡 ( 𝑛
ℓ−1

) 𝑡−𝑡′ (𝑛
ℓ

) 𝑡′ = ((
𝑛

ℓ − 2

)−1 (
𝑛

ℓ − 1

)2 (
𝑛

ℓ

)−1
) 𝑡′−𝑡

=

(
ℓ (𝑛 − ℓ + 2)

(ℓ − 1)(𝑛 − ℓ + 1)

) 𝑡′−𝑡
=

(
1+ 𝑛 − 1
(ℓ − 1)(𝑛 − ℓ + 1)

) 𝑡′−𝑡
,

and this ratio is between 1
2 and 2 since |𝑡′ − 𝑡 | ≤ 𝑟 and 𝑛−1

(ℓ−1)(𝑛−ℓ+1) ≥
2
ℓ ≥ 1

Γ𝑟 for a sufficiently large
constant Γ.

Next, we observe that while we have an upper bound of 2 ·
( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

)2𝑟+2−𝑡 ( 𝑛
ℓ−1

) 𝑡−𝑡′ (𝑛
ℓ

) 𝑡′ on
the number of rows, which depends on 𝑡′, each entry has a scaling factor of 1

𝐷𝑡′
. We now give an
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upper bound on the normalized number of entries that does not depend on 𝑡′. We have

2

( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

)2𝑟+2−𝑡−𝑧 ( 𝑛
ℓ−1

) 𝑡−𝑡′ (𝑛
ℓ

) 𝑡′
𝐷𝑡′

= 2

( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

)2𝑟+2−𝑡−𝑧 ( 𝑛
ℓ−1

) 𝑡−𝑡′ (𝑛
ℓ

) 𝑡′(𝑛−2
ℓ−1

)2𝑟+2−𝑡′ ·
(𝑛
ℓ

) 𝑡′ = 2
( ( 𝑛
ℓ−2

)( 𝑛
ℓ−1

) )2𝑟+2−𝑡−𝑧

·
( ( 𝑛

ℓ−1

)(𝑛−2
ℓ−1

) )2𝑟+2−𝑡′

= 2
(
ℓ − 1

𝑛 − ℓ + 2

)2𝑟+2−𝑡−𝑧
·
(

𝑛(𝑛 − 1)
(𝑛 − ℓ + 1)(𝑛 − ℓ )

)2𝑟+2−𝑡′

≤ 2
(
ℓ

𝑛

)2𝑟+2−𝑡−𝑧
·
(
1+ 𝑂(ℓ 𝑟)

𝑛

)
.

Step 2: bounding the weight of (𝑫, 𝑫′,𝑸′) with a fixed intersection pattern 𝒁. Let us fix the in-
tersection pattern 𝑍 and then determine the total weight of all (𝐷,𝐷′,𝑄′)with 𝐷 ∈ ℋ (𝑟+1,𝑄′)

𝑖
,𝐷′ ∈

ℋ (𝑟+1,𝑄′)
𝑗

with these intersection points. To do this, we will apply Lemma 12.5.7.

First, we observe that fixing an intersection pattern induces a 𝑍(1) ∈ {[𝑛] ∪ {★}}𝑟+1 × {★},
simply by filling in 𝑍(1)’s non-★ entries with the appropriate vertices of 𝐿(𝐶,𝐶′,𝑄). We note
that such a 𝑍(1) never has the tail filled in, as the tail is not a potential intersection point. By
Lemma 12.5.7, this implies that the total weight of 𝐷 that contain 𝑍(1) is at most (𝛿𝑛)−|𝑍(1) |.

Next, we bound the total weight of all 𝐷′ that are valid for a fixed 𝐷. We observe that
𝐷 ∈ ℋ (𝑟+1,𝑄′)

𝑖
for some 𝑖, and hence𝐷′must be inℋ (𝑟+1,𝑄′)

𝑗
. We note that 𝑍 induces an intersection

pattern 𝑍(2) on𝐷′, and moreover 𝑍(2) does not intersect with the “𝑄′-part” of the chain𝐷′, namely
the links that contain vertices from 𝑄′. So, it follows that 𝐷′ contains (𝑍(2),𝑄′).

By Lemma 12.5.7, we have that the total weight of all 𝐷′ is at most wt(𝑄)𝑑 |𝑍(2) |(𝛿𝑛)−|𝑍(2) |−1. As
each entry in 𝐴(𝐷,𝐷′,𝑄′)

𝑖,𝑗 is scaled down by a factor of wt(𝑄′), the normalized weight is therefore at

most 𝑑 |𝑍
(2) |(𝛿𝑛)−|𝑍(2) |−1.

In total, we get a bound of (𝛿𝑛)−|𝑍(1) | · 𝑑 |𝑍(2) |(𝛿𝑛)−|𝑍(2) |−1, which is at most 𝑑 |𝑍 |(𝛿𝑛)−|𝑍 |−1. Here,
we use that |𝑍 | = |𝑍(1) | + |𝑍(2) |.
Putting it all together. By combining steps (1) and (2) (and paying an additional

(2𝑟+2−𝑡
𝑧

)
factor

to choose the nonzero entries of 𝑍), we thus obtain the final bound of

E®𝑆∼𝒟𝐶,𝐶′,𝑄
[deg𝑖,𝑗( ®𝑆)] ≤

1
𝐷𝑡

2𝑟+2−𝑡∑
𝑧=0

(
2𝑟 + 2− 𝑡

𝑧

)
·
(
1+ 𝑂(ℓ 𝑟)

𝑛

)
· 2

(
ℓ

𝑛

)2𝑟+2−𝑡−𝑧
· 𝑑𝑧(𝛿𝑛)−𝑧−1

≤
(
1+ 𝑂(ℓ 𝑟)

𝑛

)
2
𝐷𝑡

(
ℓ

𝑛

)2𝑟+2−𝑡
·

2𝑟+2−𝑡∑
𝑧=0

(2𝑟 + 2− 𝑡)𝑧 ·
(
ℓ

𝑛

)−𝑧
· 𝑑𝑧(𝛿𝑛)−𝑧−1

=

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
2

𝐷𝑡 · 𝛿𝑛

(
ℓ

𝑛

)2𝑟+2−𝑡
·

2𝑟+2−𝑡∑
𝑧=0

(
(2𝑟 + 2− 𝑡) · 𝑑

𝛿ℓ

) 𝑧
≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
4

𝐷𝑡 · 𝛿𝑛

(
ℓ

𝑛

)2𝑟+2−𝑡
,

where we use that ℓ ≥ 2𝑑(2𝑟 + 2)/𝛿.
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To finish the proof, we need to compute 𝐷𝑡
𝑁 . We have that

𝐷𝑡

𝑁
=

(𝑛−2
ℓ−1

)2𝑟+2−𝑡 ·
(𝑛
ℓ

) 𝑡(𝑛
ℓ

)2𝑟+2
=

( (𝑛−2
ℓ−1

)(𝑛
ℓ

) )2𝑟+2−𝑡

=

(
ℓ (𝑛 − ℓ )
𝑛(𝑛 − 1)

)2𝑟+2−𝑡

≥
(
ℓ

𝑛

)2𝑟+2−𝑡
·
(
1− ℓ − 1

𝑛 − 1

)2𝑟+2−𝑡
≥

(
ℓ

𝑛

)2𝑟+2−𝑡 (
1− (ℓ − 1)(2𝑟 + 2)

𝑛 − 1

)
=

(
ℓ

𝑛

)2𝑟+2−𝑡 (
1− 𝑂(ℓ 𝑟)

𝑛

)
,

Thus,

E®𝑆∼𝒟𝐶,𝐶′,𝑄
[deg𝑖,𝑗( ®𝑆)] ≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
4

𝐷𝑡 · 𝛿𝑛

(
ℓ

𝑛

)2𝑟+2−𝑡
≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
4

𝑁 · 𝛿𝑛 ,

which finishes the proof. □

12.8 From adaptive decoders to chain XOR polynomials

In this section, we begin the proof of Theorem 10. We start with a (possibly nonlinear) smooth
3-LCC with a (possibly adaptive) decoder. First, we define an abstract notion of a (smooth)
3-LCC hypergraph collection, which captures the fact that, unlike the linear case (Theorem 8),
our hyperedges might now have size 2 in addition to being of size 3. Then, we will use the
hypergraph collection to define a family of chain XOR instances similar to Definition 12.4.7.
Finally, we will use Kikuchi matrices to argue (Lemma 12.8.6) that any “chain XOR instance”
from a 3-LCC hypergraph collection must have small value. Finally, we will show that, given a
3-LCC, we can extract a 3-LCC hypergraph collection such that the resulting chain XOR instance
has high value, which finishes the proof.

We begin by defining a (𝛿-smooth) 3-LCC hypergraph collection. One should view this as a
generalization of the standard “combinatorial” definition of (linear) 3-LCCs (Definition 3.3.9).
In the below definition, the hypergraph 𝐻𝑢 is 3-uniform and intuitively captures decoding
constraints that make 3 queries; the hypergraph 𝐺𝑢 is 2-uniform, i.e., it is a graph, and it
intuitively captures decoding constraints that only make at most 2 queries.
Definition 12.8.1 (3-LCC hypergraph collection). A 3-LCC hypergraph collection on [𝑛] vertices
is a collection of pairs (𝐻𝑢 ,𝐺𝑢), one for each 𝑢 ∈ [𝑛], where 𝐺𝑢 is a (weighted and directed)
2-uniform hypergraph and 𝐻𝑢 is a (weighted and directed) 3-uniform hypergraph14 such that for
every 𝑢 ∈ [𝑛], ∑𝐶∈[𝑛]2 wt𝐺𝑢 (𝐶) +

∑
𝐶∈[𝑛]3 wt𝐻𝑢 (𝐶) ≤ 4 and

∑
𝐶∈[𝑛]3 wt𝐻𝑢 (𝐶) ≤ 1.

For each 𝑢 ∈ [𝑛], we define the polynomial 𝑓𝑢(𝑥) = 𝜙𝑢(𝑥)+𝜓𝑢(𝑥), where 𝜙𝑢(𝑥) =
∑
𝐶∈[𝑛]2 wt𝐺𝑢 (𝐶)𝑥𝐶

is the homogeneous degree-2 component of 𝑓𝑢 and 𝜓𝑢(𝑥) =
∑
𝐶∈[𝑛]3 wt𝐻𝑢 (𝐶)𝑥𝐶 is the homoge-

neous degree-3 component of 𝑓𝑢 .
We furthermore say that the hypergraph collection is 𝛿-smooth if for every 𝑢, 𝑣 ∈ [𝑛],∑

𝐶∈[𝑛]2:𝑣∈𝐶 wt𝐺𝑢 (𝐶) +
∑
𝐶∈[𝑛]3:𝑣∈𝐶 wt𝐻𝑢 (𝐶) ≤ 1

𝛿𝑛

We now use the above collection of polynomials to construct chain XOR polynomials. To
define these polynomials, we first define the 𝑡-chain hypergraphsℋ (𝑡)𝑢 and 𝒢(𝑡)𝑢 .

14Note that Definition 3.2.1 requires that each tuple with nonzero weight has distinct vertices.
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Definition 12.8.2 (𝑡-chain hypergraph ℋ (𝑡)𝑢 , Definition 12.4.1). Let 𝑡 ≥ 1 be an integer, and
let (𝐺𝑢 ,𝐻𝑢)𝑢∈[𝑛] denote a 3-LCC hypergraph collection. For any 𝑢 ∈ [𝑛], let ℋ (𝑡)𝑢 denote
the weight function wtℋ (𝑡)𝑢 : [𝑛]3𝑡+1 → R≥0, i.e., from length 3𝑡 + 1 tuples of the form 𝐶 =

(𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑢𝑡−1, 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2, 𝑢𝑡) to R≥0, where wtℋ (𝑡)𝑢 (𝐶) = 0 if 𝑢0 ≠ 𝑢, and
otherwise:

wtℋ (𝑡)𝑢 (𝐶) =
𝑡−1∏
ℎ=0

wt𝐻𝑢ℎ (𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1) .

For a 𝑡-chain 𝐶, we call 𝑢0 the head, the 𝑢ℎ ’s the pivots for 1 ≤ ℎ ≤ 𝑡 − 1, and 𝑢𝑡 the tail of the chain
𝐶. The monomial associated to 𝐶, which we denote by 𝑔𝐶 , is defined to be 𝑥𝑢𝑡

∏𝑡−1
ℎ=0 𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 .

We call the 𝑡-chain hypergraphℋ (𝑡)𝑢 “hypergraph-tailed”, as the last link uses one of the hyper-
graphs 𝐻𝑣 .

We note that for any 𝑢 ∈ [𝑛],ℋ (1)𝑢 is equivalent to 𝐻𝑢 , i.e.,ℋ (1)𝑢 = {𝑢} ×𝐻𝑢 .

Definition 12.8.3 (𝑡-chain hypergraph 𝒢(𝑡)𝑢 ). Let 𝑡 ≥ 1 be an integer, and let (𝐺𝑢 ,𝐻𝑢)𝑢∈[𝑛] denote a
3-LCC hypergraph collection. For any 𝑢 ∈ [𝑛], let 𝒢(𝑡)𝑢 denote the weight function wt𝒢(𝑡)𝑢 : [𝑛]3𝑡 →
R≥0, i.e., from length 3𝑡 tuples of the form 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, 𝑢2, . . . , 𝑢𝑡−1, 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2)
to R≥0, where wt𝒢(𝑡)𝑢 (𝐶) = 0 if 𝑢0 ≠ 𝑢, and otherwise:

wtℋ (𝑡)𝑢 (𝐶) = wt𝐺𝑢𝑡−1
(𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2) ·

𝑡−2∏
ℎ=0

wt𝐻𝑢ℎ (𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1) .

Note that the chains in 𝒢(𝑡) have no tail vertex 𝑢𝑡 . The monomial associated to 𝐶, which we denote
by 𝑥𝐶 , is defined to be 𝑔𝐶 =

∏𝑡−1
ℎ=0 𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 . We call the 𝑡-chain hypergraph 𝒢(𝑡)𝑢 “graph-tailed”,

as the last link uses one of the graphs 𝐺𝑣 .

We note that for any 𝑢 ∈ [𝑛], 𝒢(1)𝑢 is equivalent to 𝐺𝑢 , i.e., 𝒢(1)𝑢 = {𝑢} ×𝐺𝑢 .
We are now ready to define the chain XOR instances.

Definition 12.8.4 (Chain XOR instance). Let (𝐺𝑢 ,𝐻𝑢)𝑢∈[𝑛] denote a 3-LCC hypergraph collection.
Let 𝑘 ≤ 𝑛 and 𝑟 ≥ 0 be an integer. For each 1 ≤ 𝑡 ≤ 𝑟 + 1, we define the “graph-tailed” polynomial

Φ
(𝑡)
𝑏
(𝑥) =

𝑘∑
𝑖=1

∑
𝐶∈[𝑛]3𝑡

wt𝒢(𝑡)
𝑖

(𝐶) · 𝑏𝑖𝑔𝐶 ,

and we also define the “hypergraph-tailed” polynomial

Ψ𝑏(𝑥) =
𝑘∑
𝑖=1

∑
𝐶∈[𝑛]3(𝑟+1)+1

wtℋ (𝑟+1)
𝑖

(𝐶) · 𝑏𝑖𝑔𝐶 .

We will omit the subscript 𝑏 when it is clear from context. We note that in the above definitions,
each 𝑔𝐶 is the monomial associated with the chain 𝐶, as defined in Definitions 12.8.2 and 12.8.3.
Remark 12.8.5 (Iterative view of the chain construction). We can view the chains as being con-
structed iteratively in the following way. We start with a fixed 𝑢0, and have 2 choices. We either
pick a hyperedge (𝑣1, 𝑎2, 𝑣2, 𝑎2, 𝑢1) ∈ 𝐻𝑢0 , and then recurse onto 𝑢1, or else we pick an edge
(𝑣1, 𝑎2, 𝑣2, 𝑎2) ∈ 𝐺𝑢0 , in which case the chain is in 𝒢(1)𝑢 and we stop.
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With the above setup in hand, we can now state the main technical lemma.
Lemma 12.8.6 (Refuting the chain XOR instances). Let (𝐺𝑢 ,𝐻𝑢)𝑢∈[𝑛] denote a 𝛿-smooth 3-LCC
hypergraph collection and let 𝑘 ≤ 𝑛. Let ℓ , 𝑑, 𝑟 ≥ 1 be parameters such that 𝑑𝑟+1 ≥ 𝑛, ℓ ≥ 6𝑑(𝑟 + 1)/𝛿,
and ℓ 𝑟 = 𝑜(𝑛). Furthermore, suppose that 𝑘 ≥ 1/𝛿. Then, for each 1 ≤ 𝑡 ≤ 𝑟 + 1, it holds that

E𝑏←{−1,1}𝑘 [val(Φ(𝑡)
𝑏
)] ≤ 𝑂(

√
𝑘ℓ 𝑟 log 𝑛) ,

E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≤
(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2
.

We observe that we have already proven Lemma 12.4.9, which is the second inequality above.
Thus, we only need to show the first inequality, i.e., we need to refute the graph-tailed instances,
which we will do in Section 12.9.

Finally, to finish the proof of Theorem 10, it remains to argue that, given any (3, 𝛿, 𝜀)-smooth
LCC, one can extract a 3-LCC hypergraph collection such that the resulting chain XOR polynomi-
als (Definition 12.8.4) have large value. This is captured by the following lemma.
Lemma 12.8.7. Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be a 3-LCC. Let 𝒞′ : {−1, 1}𝑘 → {−1, 1}4𝑛 be defined as
𝒞′(𝑏) = (𝒞(𝑏),−𝒞(𝑏), 1𝑛 , (−1)𝑛), i.e., 𝒞′ is a “padded” version of 𝒞, and let Dec(·) denote its (possibly
adaptive) decoder.

Then, there exists a 3-LCC hypergraph collection (𝐻𝑢 ,𝐺𝑢)𝑢∈[4𝑛] with the following properties.

1. For every 1 ≤ 𝑢 ≤ 4𝑛 and every codeword 𝑥 ∈ 𝒞′, we have 𝑓𝑢(𝑥)𝑥𝑢 = E[Dec(𝑥)(𝑢)𝑥𝑢], where the
expectation is taken over the randomness of the decoder. In particular, if 𝒞 has completeness 1− 𝜀,
then 𝑓𝑢(𝑥)𝑥𝑢 ≥ 1− 2𝜀 for all 𝑥 ∈ 𝒞′.

2. If 𝒞 is systematic and has completeness 1− 𝜀, then for any 𝑟 such that 1− 2(𝑟 + 1)𝜀 > 0, it holds
that for every 𝑏 ∈ {−1, 1}𝑘 and 𝑥 = 𝒞′(𝑏), Ψ𝑏(𝑥) +

∑𝑟+1
𝑡=1 Φ

(𝑡)
𝑏
(𝑥) ≥ 𝑘(1− 2(𝑟 + 1)𝜀).

3. If 𝒞 is 𝛿-smooth, then 𝒞′ is 𝛿/4-smooth, and (𝐻𝑢 ,𝐺𝑢)𝑢∈[𝑛′] is a (𝛿/𝑐)-smooth hypergraph collection
for some constant 𝑐 ≥ 4.

We prove Lemma 12.8.7 in Section 12.8.1.
Let us now finish the proof of Theorem 10.

Proof of Theorem 10. Let 𝒞 be a 3-LCC that is 𝛿-smooth and has completeness 1− 𝜀. By Fact 3.3.8,
by adjusting 𝑘 by a factor of log(1/𝛿), we can assume that 𝒞 is additionally systematic. By
Lemma 12.8.7, the padded code 𝒞′ is (𝛿/4)-smooth with completeness 1 − 𝜀 and has a (𝛿/4)-
smooth uniform hypergraph collection (𝐻𝑢 ,𝐺𝑢)𝑢∈[4𝑛]. Let 𝑟 be such that 1 − 2(𝑟 + 1)𝜀 > 0. We
have that for every 𝑏 ∈ {−1, 1}𝑘 and 𝑥 = 𝒞′(𝑏), Ψ𝑏(𝑥) +

∑𝑟+1
𝑡=1 Φ

(𝑡)
𝑏
(𝑥) ≥ 𝑘(1− 2(𝑟 + 1)𝜀).

On the other hand, by Lemma 12.8.6, it holds that

E𝑏←{−1,1}𝑘 [val(Φ(𝑡)
𝑏
)] ≤ 𝑂(

√
𝑘ℓ 𝑟 log 𝑛) ,

E𝑏←{−1,1}𝑘 [val(Ψ𝑏)] ≤
(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2
,

where 𝑑 and ℓ are parameters chosen so that 𝑑𝑟 ≥ 𝑛, ℓ ≥ 6𝑑𝑟/𝛿, and ℓ 𝑟 = 𝑜(𝑛).
First, let us handle the case in Theorem 10 when 𝜀 = 0. Here, we set 𝑟 = 𝑂(log 𝑛), 𝑑 = 2, and

ℓ = 𝑂(𝑑𝑟/𝛿) = 𝛿−1𝑂(log 𝑛). We clearly have that all the conditions of Lemma 12.8.6 are satisfied.
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Hence, we have that

𝑘 = 𝑘(1− 2(𝑟 + 1)𝜀) ≤ E𝑏[Ψ𝑏(𝒞′(𝑏)) +
𝑟+1∑
𝑡=1

Φ
(𝑡)
𝑏
(𝒞′(𝑏))]

≤ (𝑟 + 1) ·𝑂(
√
𝑘ℓ 𝑟 log 𝑛) +

(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2
≤ 𝑂 ©«

√
𝑘 log5 𝑛

𝛿
+
𝑘3/4 log5/4 𝑛

𝛿3/4
ª®¬

=⇒ 𝑘 ≤ 𝑂(log5 𝑛/𝛿3) ,

which proves the statement when 𝜀 = 0.
Now, let us consider the case when 𝜀 > 0. When we apply Lemma 12.8.6, we now set

parameters as follows. Let 𝜂 > 0, and set 𝑟0 be such that 𝑟0 + 1 = ⌊ 1−𝜂
2𝜀 ⌋ and 𝑟1 = log2 𝑛. We then

let 𝑟 = min(𝑟0, 𝑟1). Note that by choice of 𝑟, 1−𝜂
2𝜀 ≥ 𝑟 + 1, and so 1 − 2(𝑟 + 1)𝜀 ≥ 2𝜂, and we also

have 𝑟 ≤ 𝑂(log 𝑛).
Now, we set 𝑑 to be such that 𝑑𝑟+1 ≥ 𝑛, so we have to set 𝑑 = 𝑛1/(𝑟+1). Finally, we set ℓ = 𝑑𝑟/𝛿.

We thus have that

2𝜂𝑘 = 𝑘(1− 2(𝑟 + 1)𝜀) ≤ E𝑏[Ψ𝑏(𝒞′(𝑏)) +
𝑟+1∑
𝑡=1

Φ
(𝑡)
𝑏
(𝒞′(𝑏))]

≤ (𝑟 + 1) ·𝑂(
√
𝑘ℓ 𝑟 log 𝑛) +

(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘ℓ 𝑟 log 𝑛)

)1/2

≤ (𝑟 + 1) ·𝑂(
√
𝑘𝑛1/(𝑟+1)𝑟2 log 𝑛/𝛿) +

(
𝑘(𝑟 + 1)

𝛿
𝑂(

√
𝑘𝑛1/(𝑟+1)𝑟2 log 𝑛/𝛿)

)1/2
.

This implies that either

𝜂2𝑘 ≤ 1
𝛿
·𝑂(𝑛1/(𝑟+1) log5 𝑛) ,

or

𝜂4𝑘 ≤ 1
𝛿3
𝑂(𝑛1/(𝑟+1) log5 𝑛) .

The second equation is always the dominant term, which finishes the proof. Note that the final
log(1/𝛿) loss comes from Fact 3.3.8. □

The remainder of this section is dedicated to proving Lemma 12.8.7, which we do in Sec-
tion 12.8.1. We will prove Lemma 12.8.6 in Section 12.9, which will complete the proof of
Theorem 10.

We also make the following observation, which bounds the total weight of the hyperedges in
ℋ (𝑡)𝑢 and 𝒢(𝑡)𝑢 .
Observation 12.8.8. Let (𝐺𝑢 ,𝐻𝑢)𝑢∈[𝑛] denote a 3-LCC hypergraph collection. Then, for any 𝑡 ≥ 1
and 𝑢 ∈ [𝑛], it holds that

∑
𝐶∈[𝑛]3𝑡+1 wtℋ (𝑡)𝑢 (𝐶) ≤ 1 and

∑
𝐶∈[𝑛]3𝑡 wt𝒢(𝑡)𝑢 (𝐶) ≤ 4.
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Proof. Let us first prove the statement forℋ (𝑡)𝑢 . This follows by induction. The base case of 𝑡 = 1
is simple, as by definition we have∑

𝐶∈[𝑛]4
wtℋ (1)𝑢 (𝐶) =

∑
(𝑢,𝐶)∈[𝑛]4

wtℋ (1)𝑢 (𝑢,𝐶) =
∑
𝐶∈[𝑛]3

wt𝐻𝑢 (𝐶) ≤ 1 .

We now show the induction step. Let 𝐶 ∈ [𝑛]3𝑡+1 have tail 𝑢𝑡 . Let 𝑆 denote the set of tuples
in [𝑛]3𝑡+4 that extend 𝐶, i.e., the first 3𝑡 + 1 coordinates are 𝐶. We observe that 𝑆 = 𝐶 × [𝑛]3.
Moreover, we have ∑

𝐶′∈𝑆
wtℋ (𝑡+1)

𝑢
(𝐶′) =

∑
𝐶′∈[𝑛]3

wtℋ (𝑡)𝑢 (𝐶)wt𝐻𝑢𝑡 (𝐶
′) ≤ wtℋ (𝑡)𝑢 (𝐶) .

Summing over 𝐶 and applying the induction hypothesis proves the claim.
Now, we prove the statement for 𝒢(𝑡)𝑢 . Let 𝐶 ∈ [𝑛]3𝑡+1 have tail 𝑢𝑡 . Let 𝑆 denote the set of

tuples in [𝑛]3𝑡+3 that extend 𝐶, i.e., the first 3𝑡 + 1 coordinates are 𝐶. We observe that 𝑆 = 𝐶 × [𝑛]2.
We have ∑

𝐶′∈𝑆
wt𝒢(𝑡+1)

𝑢
(𝐶′) =

∑
𝐶′∈[𝑛]2

wtℋ (𝑡)𝑢 (𝐶)wt𝐺𝑢𝑡 (𝐶
′) ≤ 4wtℋ (𝑡)𝑢 (𝐶) .

Summing over 𝐶 and applying the claim forℋ (𝑡)𝑢 then proves the claim for 𝒢(𝑡)𝑢 . □

12.8.1 Constructing polynomials from adaptive smoothed decoders

In this subsection, we prove Lemma 12.8.7. Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be a 3-LCC with an
adaptive decoder Dec(·). The vast majority of the proof will be for proving Item (1), which will
be done in two steps. First, we will prove the following lemma, which is an analogue of Item (1)
in Lemma 12.8.7 but for the AND polynomial, which is defined below.
Definition 12.8.9 (AND polynomial). Let AND: {−1, 1}2 → {0, 1} be the function where AND(𝜎, 𝜎′) =
1 if 𝜎 = 𝜎′ = 1, and 0 otherwise. We note that AND(𝜎, 𝜎′) = 1

2 (1+ 𝜎) · 1
2 (1+ 𝜎′).

Lemma 12.8.10. Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be a 3-LCC with an adaptive decoder Dec(·) that uses at
most r bits of randomness. Then, for every 𝑢 ∈ [𝑛], there are weight functions wt𝐻𝑢 : [𝑛] × {−1, 1} ×
[𝑛] × {−1, 1} × [𝑛] × {0, 1}r → R≥0 and wt𝐺𝑢 : [𝑛] × {−1, 1} × [𝑛] × {−1, 1} × {0, 1}r → R≥0 and bits
𝜎(𝑢,𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) ∈ {−1, 1}, 𝜎(𝑢,𝑣1,𝑎1,𝑣2,𝑎2,r) ∈ {−1, 1} such that for every 𝑥 ∈ 𝒞,

∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶) +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)ª®¬ = 4 , (12.6)

∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶) +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)ª®¬ ·AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) = 1 , (12.7)

∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶)𝜎(𝑢,𝐶) +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)𝜎(𝑢,𝐶,𝑣3)𝑥𝑣3
ª®¬ ·AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) = E[Dec𝑥(𝑢)] ,

(12.8)
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where the expectation E[Dec𝑥(𝑢)] is over the internal randomness of the decoder.
Furthermore, if Dec(·) is 𝛿-smooth, then for any 𝑣 ∈ [𝑛], we have∑

(𝐶,𝑣3)=(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3)
𝑣1=𝑣∨𝑣2=𝑣∨𝑣3=𝑣

wt𝐻𝑢 (𝐶, 𝑣3) +
∑

𝐶=(𝑣1,𝑎1,𝑣2,𝑎2)
𝑣1=𝑣∨𝑣2=𝑣

wt𝐺𝑢 (𝐶) ≤
4
𝛿𝑛

.

We postpone the proof of Lemma 12.8.10 to Section 12.8.2, and now finish the rest of the proof
of Lemma 12.8.7.

Let 𝒞′ : {−1, 1}𝑘 → {−1, 1}4𝑛 be the “padded” version of 𝒞, i.e., for each 𝑏 ∈ {−1, 1}𝑘 , 𝒞′(𝑏) =
(𝒞(𝑏),−𝒞(𝑏), 1𝑛 , (−1)𝑛). Note that if 𝒞 is systematic, then so is 𝒞′.

Let us extend Dec(·) to be a decoder Dec′(·) for 𝒞′ by defining its behavior on 𝑢 ∈ {2𝑛 +
1, . . . , 4𝑛} to be: (1) if 𝑢 is a “1 bit”, i.e., 𝑢 ∈ {2𝑛 + 1, . . . , 3𝑛}, then Dec′(𝑢) queries a random pair
of the “padded” bits of the same sign (namely, it queries either two bits that are supposed to be 1
or two bits that are −1), and (2) if 𝑢 is a “−1 bit”, i.e., 𝑢 ∈ {3𝑛 + 1, . . . , 4𝑛}, then Dec(′𝑢) queries a
random pair of the “padded” bits that have opposite signs. We note that if the original decoder
Dec(·) has completeness 1− 𝜀, then so does the padded decoder Dec′(·), and if the original decoder
is 𝛿-smooth, then the padded decoder Dec′(·) is (𝛿/3)-smooth.

Proof of Item (1). We are now ready to prove Item (1) in Lemma 12.8.7. Fix 𝑢 ∈ [3𝑛]. We will
now construct the desired hypergraph pair (𝐻′𝑢 ,𝐺′𝑢) as follows.

First, if 𝑢 ∈ [4𝑛] \ [2𝑛] is one of the “constant” padded vertices, then this is simple. We let 𝐻′𝑢
be empty, i.e., all weights are 0, and if 𝑢 ∈ {𝑛 + 1, . . . , 2𝑛} is one of the “1 bit” padded vertices,
then we let 𝐺′𝑢 denote the graph with weight 1/2𝑛(𝑛 − 1) on all ordered pairs of vertices (𝑣1, 𝑣2)
where 𝑣1, 𝑣2 ∈ {2𝑛 + 1, . . . , 3𝑛} or 𝑣1, 𝑣2 ∈ {3𝑛 + 1, . . . , 4𝑛}. If 𝑢 ∈ {2𝑛 + 1, . . . , 3𝑛} is one of the
“−1 bit” padded vertices, then we let 𝐺′𝑢 denote the graph with weight 1/2𝑛2 on all ordered
pairs of vertices (𝑣1, 𝑣2) where 𝑣1 ∈ {2𝑛 + 1, . . . , 3𝑛}, 𝑣2 ∈ {3𝑛 + 1, . . . , 4𝑛} or vice-versa. It is
straightforward to observe that this satisfies the desired condition, as for every 𝑥 ∈ 𝒞′, 𝑥𝑣1𝑥𝑣2 = 1
if 𝑣1, 𝑣2 ∈ {𝑛 + 1, . . . , 2𝑛} or 𝑣1, 𝑣2 ∈ {2𝑛 + 1, . . . , 3𝑛}, and in the other case 𝑥𝑣1𝑥𝑣2 = −1 holds for
all codewords.

It remains to handle the case when 𝑢 ∈ [2𝑛]. We will do this for the case when 𝑢 ∈ [𝑛], and
then observe that we can handle the case of 𝑢 ∈ [2𝑛] \ [𝑛] by flipping the “sign” of the first query.

Let 𝑢 ∈ [𝑛]. We construct (𝐻′𝑢 ,𝐺′𝑢) from the pair (𝐻𝑢 ,𝐺𝑢) given to us in Lemma 12.8.10,
as follows. Recall that each term 𝐶 = (𝑣1, 𝑎1, 𝑣2, 𝑎2, r) with wt𝐺𝑢 (𝐶) > 0 contributes the term
wt𝐺𝑢 (𝐶)𝜎𝐶AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) in Eq. (12.8). We have that for any 𝑥 ∈ 𝒞′,

𝜎𝐶AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) =
1
4
𝜎𝐶 (1+ 𝑎1𝑥𝑣1 + 𝑎2𝑥𝑣2 + 𝑎1𝑎2𝑥𝑣1𝑥𝑣2)

=
1
4

(
𝑥
𝜎
(𝑣1)
𝐶

𝑥1(𝑣2) + 𝑥𝑎1𝑣1𝑥𝜎(𝑣2)
𝐶

+ 𝑥
𝜎
(𝑣1)
𝐶

𝑥𝑎2𝑣2 + 𝑥𝜎𝐶 𝑎1𝑣1𝑥𝑎2𝑣2

)
,

where (1) for any 𝜎 ∈ {−1, 1}, 𝑥𝜎(𝑣1) refers to the 𝑣1-th copy of 𝜎, i.e., if 𝜎 = 1 then 𝑥𝜎(𝑣1) = 𝑥2𝑛+𝑣1

and if 𝜎 = −1 then 𝑥𝜎(𝑣1) = 𝑥3𝑛+𝑣1 , and (2) 𝑥𝑎1𝑣1 is 𝑥𝑣1 if 𝑎1 = 1 and 𝑥𝑛+𝑣1 , i.e., the copy of −𝑥𝑣1 , if
𝑎1 = −1, and similar notation is used for 𝑥𝑣2 .

Now, we add 4 edges to 𝐺′𝑢 for each such edge in 𝐺𝑢 . Namely, for any 𝐶 = (𝑣1, 𝑎1, 𝑣2, 𝑎2, r)with
wt𝐺𝑢 (𝐶) > 0 and term wt𝐺𝑢 (𝐶)𝜎𝐶AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2), we add the 4 edges (𝜎(𝑣1)

𝐶
, 1(𝑣2)), (𝑎1𝑣1, 𝜎(𝑣2)

𝐶
),

(𝜎(𝑣1)
𝐶

, 𝑎2𝑣2), (𝜎𝐶𝑎1𝑣1, 𝑎2𝑣2) to 𝐺𝑢 , each with weight 1
4 wt𝐺𝑢 (𝐶). We note that it is possible to add
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the same edge to 𝐺′𝑢 multiple times: in this case, we “merge” the edges by adding their weights
together.

We now process the edges in𝐻𝑢 to form𝐻′𝑢 in a similar way. The difference here is that we will
add the “degree 3 term” to 𝐻′𝑢 , and all other terms will again be added to 𝐺′𝑢 . More formally, each
term 𝐶 = (𝑣1, 𝑎1, 𝑣2, 𝑎2, 𝑣3, r)with wt𝐻𝑢 (𝐶) > 0 contributes the term wt𝐻𝑢 (𝐶)𝜎𝐶AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2)𝑥𝑣3

in Eq. (12.8). From this term, we add the edge (𝜎𝐶𝑎1𝑣1, 𝑎2𝑣2, 𝑣3) to 𝐻′𝑢 with weight 1
4 wt𝐻𝑢 (𝐶), and

we add the 3 edges (𝜎(𝑣1)
𝐶

, 𝑣3), (𝜎𝐶𝑎1𝑣1, 𝑣3), (𝜎𝐶𝑎2𝑣2, 𝑣3) to 𝐺′𝑢 with weight 1
4 wt𝐺𝑢 (𝐶).

This defines the pair (𝐻′𝑢 ,𝐺′𝑢) for all 𝑢 ∈ [4𝑛] \ {𝑛 + 1, . . . , 2𝑛}. To define the pair for 𝑢 ∈
{𝑛 + 1, . . . , 2𝑛}, we simply observe that −𝑢 ∈ [𝑛], and so we flip the “sign” of the first vertex in
each edge in 𝐻′−𝑢 or 𝐺′−𝑢 , and this defines (𝐻′𝑢 ,𝐺′𝑢) for 𝑢 ∈ {𝑛 + 1, . . . , 2𝑛}.

We now need to show that the pair (𝐻′𝑢 ,𝐺′𝑢) satisfies the normalization conditions of Defi-
nition 12.8.1, namely that

∑
𝐶∈[𝑛]2 wt𝐺′𝑢 (𝐶) +

∑
𝐶∈[𝑛]3 wt𝐻′𝑢 (𝐶) ≤ 4 and

∑
𝐶∈[𝑛]3 wt𝐻′𝑢 (𝐶) ≤ 1. We

note that for 𝑢 ∈ [4𝑛] \ [2𝑛], this clearly holds, so it suffices to argue this for 𝑢 ∈ [𝑛] (which then
implies the statement for 𝑢 ∈ [2𝑛]). The first inequality follows from Eq. (12.6), as the total weight
of all edges is preserved. The second inequality follows because the total weight in 𝐻′𝑢 is at most
1/4 of the total weight in 𝐻𝑢 , which is at most 4.

Finally, to finish the proof of Item (1), let 𝑓𝑢 be the polynomial defined in Definition 12.8.1
from (𝐻′𝑢 ,𝐺′𝑢). We clearly have that for any 𝑥 ∈ 𝒞′, 𝑓𝑢(𝑥) = E[Dec′(𝑢)], as by construction 𝑓𝑢(𝑥) is
equal to the left hand side of Eq. (12.8).

Proof of Item (2). We are now ready to prove Item (2). For simplicity, we will replace 4𝑛
with 𝑛. Let 𝑝𝒢(𝑡)𝑢 (𝑥) =

∑
𝐶∈[𝑛]3𝑡 wt𝒢(𝑡)𝑢 (𝐶) · 𝑥𝑢𝑔𝐶 and 𝑝ℋ (𝑡)𝑢

=
∑
𝐶∈[𝑛]3𝑡+1 wtℋ (𝑡)𝑢 (𝐶) · 𝑥𝑢𝑔𝐶 denote the

“graph-tailed” and “hypergraph-tailed” polynomials with head 𝑢, defined in a similar manner to
the polynomials in Definition 12.8.4. We will show by induction on 𝑟 that if 1− 2(𝑟 + 1)𝜀 > 0, then
𝑝ℋ (𝑟+1)

𝑢
(𝑥) +∑𝑟+1

𝑡=1 𝑝𝒢(𝑟+1)
𝑢
(𝑥) ≥ 1− 2(𝑟 + 1)𝜀.

For the base case, we observe that when 𝑟 = 0, 𝑝ℋ (1)𝑢 (𝑥) = 𝑥𝑢𝜓𝑢(𝑥) and 𝑝𝒢(1)𝑢
(𝑥) = 𝑥𝑢𝜙𝑢(𝑥)

(see Definition 12.8.1). Therefore, for any 𝑥 ∈ 𝒞′, 𝑝ℋ (1)𝑢 (𝑥) + 𝑝𝒢(1)𝑢 (𝑥) = 𝑥𝑢 𝑓𝑢(𝑥) = E[𝑥𝑢Dec(𝑥)(𝑢)] ≥
1 − 2𝜀, as 𝒞 (and therefore 𝒞′) has completeness 1 − 𝜀. Note that we also have |1 − 𝑥𝑢 𝑓𝑢(𝑥)| =
|𝑥𝑢 − 𝑓𝑢(𝑥)| ≤ 2𝜀 for all 𝑥 ∈ 𝒞′.

For the induction step, we have by definition (see Remark 12.8.5) that for any 𝑥 ∈ 𝒞′,

𝑝ℋ (𝑟+1)
𝑢
(𝑥) + 𝑝𝒢(𝑟+1)

𝑢 (𝑥) − 𝑝ℋ (𝑟)𝑢 (𝑥) =
∑
𝑣∈[𝑛]

∑
𝐶∈[𝑛]3𝑟+1 :tail(𝐶)=𝑣

wtℋ (𝑟)𝑢 (𝐶) · 𝑥𝑢𝑔𝐶 · (𝑥𝑣 𝑓𝑣(𝑥) − 1)

≤ ©«
∑
𝑣∈[𝑛]

∑
𝐶∈[𝑛]3𝑟+1:tail(𝐶)=𝑣

wtℋ (𝑟)𝑢 (𝐶) · |𝑥𝑢𝑔𝐶 | · |1− (𝑥𝑣 𝑓𝑣(𝑥))|
ª®¬

≤ ©«
∑
𝑣∈[𝑛]

∑
𝐶∈[𝑛]3𝑟+1:tail(𝐶)=𝑣

wtℋ (𝑟)𝑢 (𝐶) · 1 · 2𝜀
ª®¬

≤ 2𝜀 .

The final inequality uses the fact that
∑
𝐶∈[𝑛]3𝑟+1 wtℋ (𝑟)𝑢 (𝐶) ≤ 1, which follows by induction using

that
∑
𝐶∈[𝑛]3 wt𝐻′𝑢 (𝐶) ≤ 1.
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Hence, we conclude that

𝑝ℋ (𝑟+1)
𝑢
(𝑥) +

𝑟+1∑
𝑡=1

𝑝𝒢(𝑟+1)
𝑢
(𝑥) =

(
𝑝ℋ (𝑟+1)

𝑢
(𝑥) + 𝑝𝒢(𝑟+1)

𝑢
(𝑥) − 𝑝ℋ (𝑟)𝑢 (𝑥)

)
+

(
𝑝ℋ (𝑟)𝑢
(𝑥) +

𝑟∑
𝑡=1

𝑝𝒢(𝑟+1)
𝑢
(𝑥)

)
≥ −2𝜀 + 1− 2𝑟𝜀 ,

which finishes the proof of Item (2).

Proof of Item (3). The proof of smoothness is straightforward. First, if 𝑢 ∈ [4𝑛] \ [2𝑛], then the
condition immediately holds by construction. Let us now consider the interesting case of 𝑢 ∈ [𝑛].
By Lemma 12.8.10, the pair (𝐻𝑢 ,𝐺𝑢) satisfies the smoothness condition. Thus, it remains to verify
that the pair (𝐻′𝑢 ,𝐺′𝑢) is 𝛿/𝑐)-smooth for some constant 𝑐. This follows immediately because, for
each edge in 𝐻′𝑢 or 𝐺′𝑢 that contains some 𝑣′ ∈ [4𝑛], we can uniquely identify 𝑣 ∈ [𝑛] such that the
“original edge” in (𝐻𝑢 ,𝐺𝑢) that the new edge “comes from” contains 𝑣. Hence, if we consider the
total weight of all hyperedges in (𝐻′𝑢 ,𝐺′𝑢) containing some vertex 𝑣′ ∈ [4𝑛], there is a 𝑣 ∈ [𝑛] such
that the weight is upper bounded by the total weight of all hyperedges in (𝐻𝑢 ,𝐺𝑢) containing
𝑣. The extra constant factor 𝑐 comes from the fact that the number of vertices is now 4𝑛 and the
constant factor loss in Lemma 12.8.10.

12.8.2 Proof of Lemma 12.8.10

In this subsection, we prove Lemma 12.8.10. Let 𝒞 : {−1, 1}𝑘 → {−1, 1}𝑛 be a 3-LCC with an
adaptive decoder. For each 𝑢 ∈ [𝑛], we use the decoding algorithm Dec(𝑢) to define weight
functions wt𝐻𝑢 and wt𝐺𝑢 . In what follows, we consider a fixed 𝑢 ∈ [𝑛].

First, without loss of generality, we may assume that the decoder Dec(𝑢) makes exactly 3
queries. We can view the decoder as a decision tree: first, Dec(𝑢) generates the first query 𝑣1

from some distribution. Then, Dec(𝑢) receives a bit 𝑎1 ∈ {−1, 1}, the answer to the query 𝑣1.
This answer selects the branch of the decision tree, which determines the distribution of the
next query 𝑣2. Then, the decoder receives another answer 𝑎2 ∈ {−1, 1}, which selects the branch
of the decision tree, and gives the distribution of the final query 𝑣3. Finally, the decoder first
selects some randomness r ∈ {0, 1}r, receives an answer 𝑎3, and then it computes a (deterministic)
function 𝑓(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) of 𝑎3 to produce its output. This function is deterministic because the
randomness is handled in r. We note that there are exactly 4 valid deterministic functions: 1, −1,
𝑎3, and −𝑎3, so 𝑓(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) must be one of these.

For each choice of 𝐶 = (𝑣1, 𝑎1, 𝑣2, 𝑎2, 𝑣3, r) ∈ ([𝑛] × {−1, 1})2 × [𝑛] × {0, 1}r, we let wt𝑢(𝐶) be
the probability that the decoder makes the set of queries 𝐶 (with the appropriate answers) when
given oracle access to any 𝑥 that is consistent with 𝐶, meaning that 𝑥𝑣1 = 𝑎1 and 𝑥𝑣2 = 𝑎2. Indeed,
this does not depend on the choice of 𝑥, as there is some probability 𝑝𝑣1 that the decoder queries
𝑣1 (which does not depend on 𝑥), and then given 𝑥𝑣1 = 𝑎1, there is a probability 𝑝𝑣2 that the
decoder queries 𝑣2, etc.

We now partition the query sets into two types. If 𝐶 is such that 𝑓(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) is a constant
function 𝜎 ∈ {−1, 1} (so it does not depend on 𝑎3), then we set wt𝐺𝑢 (𝑣1, 𝑎1, 𝑣2, 𝑎2, r) = wt𝑢(𝐶) and
𝜎(𝑣1,𝑎1,𝑣2,𝑎2,r) = 𝜎. Otherwise, we have that 𝐶 is such that 𝑓(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) = 𝜎𝑎3, and then we set
wt𝐻𝑢 (𝑣1, 𝑎1, 𝑣2, 𝑎2, 𝑣3, r) = wt𝑢(𝐶) and 𝜎(𝑣1,𝑎1,𝑣2,𝑎2,𝑣3,r) = 𝜎.

We now show that this weight function has the desired properties. Indeed, we have essentially
encoded the behavior of the arbitrary decoder as this system of polynomials.
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First, let us show that ∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶) +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)ª®¬ = 4 .

Consider the decoder Dec′(𝑢) that simulates Dec𝑢 by generating random bits as the answers to
the queries of Dec(𝑢). It follows that the probability that Dec′(𝑢) queries a particular 𝐶 is wt(𝐶)/4,
and hence Eq. (12.6) holds.

Next, let us show that for any 𝑥 ∈ 𝒞∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶) +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)ª®¬ ·AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) = 1 .

Indeed, we observe that for any 𝑥 ∈ 𝒞 and any 𝐶, wt𝐻𝑢 (𝐶, 𝑣3) ·AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) is 0 if 𝐶 is
inconsistent with 𝑥, and otherwise it is the probability that Dec𝑥(𝑢) queries 𝐶, and the same
statement holds for wt𝐺𝑢 (𝐶)AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2). Hence, the sum must be 1.

Finally, we have

𝑥𝑢

∑
𝐶=(𝑣1,𝑎1,𝑣2,𝑎2,r)

©«wt𝐺𝑢 (𝐶)𝜎𝐶 +
∑
𝑣3∈[𝑛]

wt𝐻𝑢 (𝐶, 𝑣3)𝜎(𝐶,𝑣3)𝑥𝑣3
ª®¬ ·AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2) = E[Dec𝑥(𝑢)𝑥𝑢] .

Indeed, this is because for any 𝐶 = (𝑣1, 𝑎1, 𝑣2, 𝑎2, 𝑣3, r) and any 𝑥 ∈ 𝒞, then the execution
of Dec(𝑥)(𝑢) queries 𝐶 with probability wt𝐻𝑢 (𝐶, 𝑣3)AND(𝑎1𝑥𝑣1 , 𝑎2𝑥𝑣2), and then the output of
the decoder is the decoding function, which is 𝜎(𝐶,𝑣3)𝑥𝑣3 . A similar statement holds for 𝐶 =

(𝑣1, 𝑎1, 𝑣2, 𝑎2, r) as well, which finishes the proof.

12.9 Refuting the graph-tail instances

In this section, we prove the first equation of Lemma 12.8.6. Let 𝑟 ≥ 1 and let 1 ≤ 𝑡 ≤ 𝑟 + 1 be
fixed. We begin by defining the Kikuchi matrices.
Definition 12.9.1. Let 𝑟 ≥ 1 and 1 ≤ 𝑡 ≤ 𝑟+1. Let 𝑖 ∈ [𝑘]. For a tuple 𝐶 = (𝑖, 𝑣1, 𝑣2, 𝑢1, . . . , 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2) ∈
[𝑛]3𝑡 , we define the matrix 𝐴(𝐶)

𝑖
∈ {0, 1}𝑁 where 𝑁 =

(𝑛
ℓ

) 𝑡 , to be the matrix indexed by tuples

of sets ®𝑆 = (𝑆0, . . . , 𝑆𝑡−1), where 𝐴(𝐶)
𝑖
((𝑆0, . . . , 𝑆𝑡−1), (𝑇0, . . . ,𝑇𝑡−1)) = 1 if for all ℎ = 0, . . . , 𝑡 − 1,

𝑆ℎ ⊕ 𝑇ℎ = {𝑣2ℎ+1, 𝑣2ℎ+2} with 𝑣2ℎ+1 ∈ 𝑆ℎ , 𝑣2ℎ+2 ∈ 𝑇ℎ . If this does not hold, then the entry of the
matrix is 0.

We let 𝐴𝑖 = 1
𝐷𝑡

∑
𝐶∈[𝑛]3𝑡 wt𝒢(𝑡)

𝑖

(𝐶)𝐴(𝐶)
𝑖

and 𝐴 =
∑𝑘
𝑖=1 𝑏𝑖𝐴𝑖 . Here, 𝐷𝑡 =

(𝑛−2
ℓ−1

) 𝑡
.

Next, we relate Φ(𝑡)(𝑥) to a quadratic form on the matrix 𝐴.
Lemma 12.9.2. Let 𝑥 ∈ {−1, 1}𝑛 , and let 𝑥′ ∈ {−1, 1}𝑁 , where 𝑁 =

(𝑛
ℓ

) 𝑡 , denote the vector where
the (𝑆0, 𝑆1, . . . , 𝑆𝑡−1)-th entry of 𝑥′ is

∏𝑡−1
ℎ=0 𝑥𝑆ℎ . Let 𝑖 ∈ [𝑘] and 𝑡 ∈ {0, . . . , 𝑟}. Then, for any 𝐶 =

(𝑖, 𝑣1, 𝑣2, 𝑢1, 𝑣3, 𝑣4, . . . , 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2) ∈ [𝑛]3𝑡 , it holds that

𝑥′⊤𝐴(𝐶)
𝑖
𝑥′ = 𝐷𝑡

𝑡−1∏
ℎ=0

𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 ,
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i.e., the product of the monomials associated to 𝐶, where 𝐷𝑡 =
(𝑛−2
ℓ−1

) 𝑡
. Moreover, for any matrix 𝐵(𝐶)

𝑖

obtained by “zeroing out” exactly 𝛼𝐷𝑡 entries of 𝐴(𝐶)
𝑖

, the equality holds with a factor of 1− 𝛼 on the right.
In particular, 𝑥′⊤𝐴𝑥′ = Φ(𝑡)(𝑥).

Proof. Let ®𝑆 = (𝑆0, 𝑆1, . . . , 𝑆𝑡−1) and ®𝑇 = (𝑇0, . . . ,𝑇𝑡−1) be such that 𝐴(𝐶)
𝑖
( ®𝑆, ®𝑇) = 1. Then, we have

that

𝑥′®𝑆
𝑥′®𝑇

=

𝑡−1∏
ℎ=0

𝑥𝑆ℎ𝑥𝑇ℎ =

𝑡−1∏
ℎ=0

𝑥𝑆ℎ⊕𝑇ℎ =
𝑡−1∏
ℎ=0

𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 ,

which is equal to the product of monomials on the right-hand side of the equation we wish to
show.

It thus remains to argue that 𝐴(𝐶)
𝑖

has exactly 𝐷𝑡 nonzero entries. We observe that, for each
ℎ = 0, . . . , 𝑡 − 1, there are exactly

(𝑛−2
ℓ−1

)
pairs (𝑆ℎ ,𝑇ℎ) such that 𝑆ℎ ⊕ 𝑇ℎ = 𝐶ℎ with 𝑣2ℎ+1 ∈ 𝑆ℎ and

𝑣2ℎ+2 ∈ 𝑇ℎ . Indeed, this is because by Definition 3.2.1, these vertices must be distinct, and then
we must simply choose a set of size ℓ − 1 that does not contain either of 𝑣2ℎ+1 and 𝑣2ℎ+2 and this
determines 𝑆ℎ and 𝑇ℎ . Thus, 𝐷𝑡 =

(𝑛−2
ℓ−1

) 𝑡
, as required. □

We would like to now apply matrix Khintchine (Fact 3.4.2) to bound E𝑏[∥𝐴∥2] and thus
bound E𝑏[val(Φ(𝑡)

𝑏
(𝑥))]. However, to do this, we need good bounds on the ∥𝐴𝑖 ∥2 of the individual

matrices 𝐴𝑖 . It turns out that the bounds we require for this approach to work are false, but one
can find a submatrix 𝐵𝑖 of 𝐴𝑖 such that the bounds hold. To argue this, we will need the following
first moment bounds.
Lemma 12.9.3 (First and conditional moment bounds). Fix 𝑟 ≥ 1, 1 ≤ 𝑡 ≤ 𝑟 + 1, and 𝑖 ∈ [𝑘]. Let 𝐴𝑖
be the Kikuchi matrix defined in Definition 12.9.1.

Let ®𝑆 = (𝑆0, . . . , 𝑆𝑡−1) ∈
([𝑛]
ℓ

) 𝑡
be a row of the matrix, and let deg𝑖( ®𝑆) denote the ℓ1-norm of the ®𝑆-th

row of 𝐴𝑖 . Then,

E®𝑆[deg𝑖( ®𝑆)] ≤
4
𝑁

,

where 𝑁 =
(𝑛
ℓ

) 𝑡 .
Furthermore, let 𝐶 ∈ [𝑛]3𝑡 be a chain with head 𝑖. Let𝒟𝐶 denote the uniform distribution over rows

of 𝐴(𝐶)
𝑖

that contain a nonzero entry. Then, it holds that

E®𝑆∼𝒟𝐶
[deg𝑖( ®𝑆)] ≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
· 16
𝑁

.

Finally, the same bounds hold for the columns of the matrix.
With Lemma 12.9.3, we can now do the following. Let Γ be a sufficiently large constant, let

ℬ1 = { ®𝑆 : deg𝑖( ®𝑆) ≥ Γ/𝑁} be the set of rows with ℓ1-norm at least Γ/𝑁 , and similarly let ℬ2 be
defined for the columns. We observe that by the conditional moment bounds in Lemma 12.9.3
and Markov’s inequality, each 𝐴

(𝐶)
𝑖

has at least 1 − 𝑂(1/Γ)-fraction of its nonzero rows not in
ℬ1, and similarly for columns and ℬ2. It thus follows that after setting all the rows in ℬ1 and
columns in ℬ2 to 0, the resulting matrix still has at least 1−𝑂(1/Γ)-fraction of its original nonzero
entries. By taking Γ large enough, we can ensure that this fraction is at least 1/2. Now, we let 𝐵(𝐶)

𝑖
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be the matrix where we have deleted all rows in ℬ1 and columns in ℬ2 from 𝐴
(𝐶)
𝑖

, and we have

additionally set more entries to 0 so that 𝐵(𝐶)
𝑖

has exactly 𝐷𝑡/2 nonzero entries, where 𝑡 is such
that 𝐶 ∈ [𝑛]3𝑡 .

Let us define: 𝐵𝑖 = 1
𝐷𝑡

∑
𝐶∈[𝑛]3𝑡 wt𝒢(𝑡)

𝑖

(𝐶)𝐵(𝐶)
𝑖

and 𝐵 =
∑𝑘
𝑖=1 𝑏𝑖𝐵𝑖 . By Lemma 12.9.2 (and the

“moreover” part), we have that for every 𝑥 ∈ {−1, 1}𝑛 , there exists 𝑥′ ∈ {−1, 1}𝑁 such that
𝑥′⊤𝐵𝑥′ = 1

2Φ
(𝑡)(𝑥). By construction, we have that ∥𝐵𝑖 ∥2 ≤ Γ/𝑁 , as this is an upper bound on the

ℓ1-norm of any row/column in 𝐵𝑖 .
Thus, applying matrix Khintchine (Fact 3.4.2), we obtain

E𝑏[val(Φ(𝑡)
𝑏
)] ≤ E𝑏[𝑁 ∥𝐵∥2] ≤ 𝑁 ·

Γ

𝑁
𝑂(

√
𝑘 log𝑁) = 𝑂(

√
𝑘ℓ 𝑟 log 𝑛) ,

where we use that Γ is constant. This finishes the proof of the first equation in Lemma 12.8.6, up
to the proof of Lemma 12.9.3.

Proof of Lemma 12.9.3. We will only prove the statement for the rows. One can observe from the
proof that it will immediately hold for the columns also.

We begin by estimating the first moment, i.e., E®𝑆[deg𝑖( ®𝑆)]. By definition, we have that

E®𝑆[deg𝑖( ®𝑆)] =
1
𝑁

1
𝐷𝑡

∑
𝐶∈[𝑛]3𝑡

wt𝒢(𝑡)
𝑖

(𝐶) ·𝐷𝑡 ≤
4
𝑁

,

as the sum of the weights of all chains is at most 4 by Observation 12.8.8.
We now fix 𝑡 ∈ {1, . . . , 𝑟 + 1}, 𝐶 ∈ [𝑛]3𝑡 with head 𝑖. Let𝒟𝐶 denote the uniform distribution

over rows of 𝐴(𝐶)
𝑖

that contain a nonzero entry. We compute the conditional expectation as follows.

First, we shall bound, for 𝐶′ ∈ [𝑛]3𝑡 with head 𝑖, the number of rows ®𝑆 such that 𝐴(𝐶)
𝑖

and 𝐴(𝐶
′)

𝑖

both have a nonzero entry in the ®𝑆-th row, normalized by the scaling factor 1/𝐷𝑡 . This quantity
will depend on some parameter 𝑧, which is the number of “shared vertices” between 𝐶 and
𝐶′. Then, we will bound, for each 𝑧, the total weight of all 𝐶′ ∈ [𝑛]3𝑡 that has at least 𝑧 “shared
vertices” with 𝐶.

Step 1: bounding the normalized number of entries for a fixed 𝑪′. To begin, we define the
number of “shared vertices” between two pairs of chains 𝐶 and 𝐶′.

Definition 12.9.4 (Left vertices). Let 𝐶 ∈ [𝑛]3𝑡 . The tuple of left vertices of 𝐶 is the sequence
𝐿(𝐶) = (𝑣1, 𝑣3, 𝑣5, . . . , 𝑣2(𝑡−1)+1). We note that if ®𝑆 is a row such that 𝐴(𝐶)

𝑖
has nonzero entry in the

®𝑆-th row, then 𝑣2ℎ+1 ∈ 𝑆ℎ for ℎ = 0, . . . , 𝑡 − 1.

Definition 12.9.5 (Intersection patterns). Let 𝐶 ∈ [𝑛]3𝑡 and 𝐶′ ∈ [𝑛]3𝑡 .
The intersection pattern of 𝐶 with 𝐶′, given by 𝑍 ∈ {0, 1}𝑡 , is defined as 𝑍ℎ = 1 if 𝐿(𝐶)ℎ = 𝐿(𝐶′)ℎ ,

and it is 0 otherwise.

We now fix 𝐶′ ∈ [𝑛]3𝑡 and count the number of rows as a function of the intersection pattern
𝑍. We observe that in order for a row ®𝑆 to have a nonzero entry for both pairs of chains, we must
have {𝐿(𝐶)ℎ , 𝐿(𝐶′)ℎ} ⊆ 𝑆ℎ−1 for all ℎ = 1, . . . , 𝑡.

We observe that for each intersection point, i.e., an ℎ such that 𝐿(𝐶)ℎ = 𝐿(𝐶′)ℎ , there are
( 𝑛
ℓ−1

)
choices for the corresponding set, as it needs to only contain one vertex. For each nonintersection
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point, i.e., an ℎ ∈ {1, . . . , 𝑡} where 𝐿(𝐶)ℎ ≠ 𝐿(𝐶′)ℎ , we have
( 𝑛
ℓ−2

)
choices, because the set needs to

contain both vertices. In total, we have
( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

) 𝑡−𝑧 .
Now, this implies an upper bound of

( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

) 𝑡−𝑧/𝐷𝑡 on the normalized number of entries,
which we can compute as

(
𝑛

ℓ − 1

) 𝑧 (
𝑛

ℓ − 2

) 𝑡−𝑧
/𝐷𝑡 =

( 𝑛
ℓ−1

) 𝑧 ( 𝑛
ℓ−2

) 𝑡−𝑧(𝑛−2
ℓ−1

) 𝑡 = 2
( ( 𝑛
ℓ−2

)( 𝑛
ℓ−1

) ) 𝑡−𝑧 · ( ( 𝑛
ℓ−1

)(𝑛−2
ℓ−1

) ) 𝑡
≤

(
ℓ − 1

𝑛 − ℓ + 2

) 𝑡−𝑧
·
(

𝑛(𝑛 − 1)
(𝑛 − ℓ + 1)(𝑛 − ℓ )

) 𝑡
≤

(
ℓ

𝑛

) 𝑡−𝑧
·
(
1+ 𝑂(ℓ 𝑟)

𝑛

)
.

Step 2: bounding the weight of 𝑪′ with a fixed intersection pattern 𝒁. Let us fix the intersection
pattern 𝑍. We observe that this determines a set of |𝑍 | vertices that must be contained in 𝐶′.
We will abuse notation and let 𝑍 ∈ [𝑛] ∪ {★}𝑡 denote this sequence of vertices (with ★’s for the
unfixed entries). Let 𝑡′′ denote the largest ℎ ∈ {1, . . . , 𝑡} for which 𝑍𝑡′′ ≠ ★. We then have

∑
𝐶′∈[𝑛]3𝑡 :𝑍⊆𝐶

wt𝒢(𝑡)
𝑖

(𝐶)

=
∑

𝐶′′∈[𝑛]3𝑡′′ :𝑍⊆𝐶′′

©«
∑

𝐶′∈[𝑛]3(𝑡−𝑡′′)
wt𝒢(𝑡)

𝑖

(𝐶′′,𝐶′)ª®¬
=

∑
𝐶′′∈[𝑛]3𝑡′′ :𝑍⊆𝐶′′

©«
∑

(𝑢,𝐶′)∈[𝑛]3(𝑡−𝑡′′)
wtℋ (𝑡′′)

𝑖

(𝐶′′, 𝑢)wt𝒢(𝑡−𝑡′′)𝑢
(𝑢,𝐶′)ª®¬

=
∑

𝐶′′∈[𝑛]3𝑡′′ :𝑍⊆𝐶′′

©«
∑
𝑢∈[𝑛]

wtℋ (𝑡′′)
𝑖

(𝐶′′, 𝑢)
∑

𝐶′∈[𝑛]3(𝑡−𝑡′′)−1

wt𝒢(𝑡−𝑡′′)𝑢
(𝑢,𝐶′)ª®¬

≤ 4
∑

𝐶′′∈[𝑛]3𝑡′′ :𝑍⊆𝐶′′

©«
∑
𝑢∈[𝑛]

wtℋ (𝑡′′)
𝑖

(𝐶′′, 𝑢)ª®¬ .

Above, we use that
∑
𝐶′∈[𝑛]3(𝑡−𝑡′′)−1 wt𝒢(𝑡−𝑡′′)𝑢

(𝑢,𝐶′) ≤ 4, which follows by Observation 12.8.8.

We now clearly have that
∑
𝐶′′∈[𝑛]3𝑡′′ :𝑍⊆𝐶′′

(∑
𝑢∈[𝑛]wtℋ (𝑡′′)

𝑖

(𝐶′′, 𝑢)
)
≤ 4(𝛿𝑛)−|𝑍 |. This follows by

𝛿-smoothness, as when we sum over a link with no fixed vertex, it has weight 1 (unless it is the
last link, where it has weight 4), and when we sum over a link where 𝑍ℎ ≠ ★, by 𝛿-smoothness it
must have weight at most 1/𝛿𝑛. We thus have a bound of 4(𝛿𝑛)−|𝑍 |.

Putting it all together. By combining steps (1) and (2) (and paying an additional
(𝑡
𝑧

)
factor to
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choose the nonzero entries of 𝑍), we thus obtain the final bound of

E®𝑆∼𝒟𝐶
[deg𝑖( ®𝑆)] ≤

4
𝐷𝑡

𝑡∑
𝑧=0

(
𝑡

𝑧

)
· 2

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
·
(
ℓ

𝑛

) 𝑡−𝑧
· (𝛿𝑛)−𝑧

≤
(
1+ 𝑂(ℓ 𝑟)

𝑛

)
8
𝐷𝑡

(
ℓ

𝑛

) 𝑡
·

𝑡∑
𝑧=0

·
(
𝑡

𝛿ℓ

) 𝑧
≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
8
𝐷𝑡

(
ℓ

𝑛

) 𝑡
·

𝑟∑
𝑧=0

·
( 𝑟
𝛿ℓ

) 𝑧
≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
16
𝐷𝑡

(
ℓ

𝑛

) 𝑡
,

where we use that ℓ ≥ 2𝑟/𝛿.
Finally, we need to compute 𝐷𝑡/𝑁 . We have

𝐷𝑡

𝑁
=

(𝑛−2
ℓ−1

) 𝑡 · (𝑛ℓ ) 𝑟+1−𝑡(𝑛
ℓ

) 𝑟+1
=

( (𝑛−2
ℓ−1

)(𝑛
ℓ

) ) 𝑡
(
ℓ (𝑛 − ℓ )
𝑛(𝑛 − 1)

) 𝑡
≥

(
ℓ

𝑛

) 𝑡 (
1− 𝑂(ℓ 𝑟)

𝑛

)
.

Thus, we have

E®𝑆∼𝒟𝐶
[deg𝑖( ®𝑆)] ≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
16
𝐷𝑡

(
ℓ

𝑛

) 𝑡
≤

(
1+ 𝑂(ℓ 𝑟)

𝑛

)
16
𝑁

,

which finishes the proof. □

12.10 Linear 3-LCC lower bounds over larger fields

In this section, we prove Theorem 8 in the case where the finite field F is not F2. The proof will
be nearly identical to the proof in Sections 12.4 to 12.7 for the case of F = F2, and so we shall only
give a proof sketch and mainly focus on the parts of the proof where modifications are required.

To begin, we recall that by Definition 3.3.9, there exist 3-uniform hypergraph matchings
𝐻1, . . . ,𝐻𝑛 , each of size at least 𝛿𝑛, such that for each 𝑢 ∈ [𝑛] and 𝐶 = {𝑣1, 𝑣2, 𝑣3} ∈ 𝐻𝑢 , there
exists 𝛼1, 𝛼2, 𝛼3 ∈ F \ {0} such that for every 𝑥 ∈ ℒ, it holds that 𝛼1𝑥𝑣1 + 𝛼2𝑥𝑣2 + 𝛼3𝑥𝑣3 = 𝑥𝑢 .
Furthermore, without loss of generality we can assume that the code is systematic, i.e., for any
𝑏 ∈ F𝑘 , 𝑥 = ℒ(𝑏) satisfies 𝑥𝑖 = 𝑏𝑖 for all 𝑖 ∈ [𝑘].

Next, let us define a codeℒ′ : {−1, 1}𝑘 → {−1, 1}𝑛(|F|−1)where, for each 𝑢 ∈ [𝑛] and 𝛼 ∈ F\ {0},
we set ℒ′(𝑏)(𝑢,𝛼) = 𝛼ℒ(𝑏)𝑢 . Let 𝑛′ = 𝑛(|F| − 1), and associate [𝑛′]with the set [𝑛] × (F \ {0}). We
now observe that ℒ′ is a 3-LCC in normal form with the additional property that the coefficients
of all constraints can be taken to be 1 without loss of generality. Formally, there exist 3-uniform

194



hypergraph matchings 𝐻1, . . . ,𝐻𝑛′ such that (1) each 𝐻𝑢 has |𝐻𝑢 | ≥ 𝛿𝑛′/(|F| − 1), and (2) for each
𝑢 ∈ [𝑛′] and each 𝐶 = {𝑣1, 𝑣2, 𝑣3} ∈ 𝐻(𝑢,𝛼), every 𝑥 ∈ ℒ satisfies 𝑥𝑢 = 𝑥𝑣1 + 𝑥𝑣2 + 𝑥𝑣3 .

Moreover, there is now a group action of (F \ {0},×) on the elements of [𝑛′], namely for
any 𝛼 ∈ F \ {0}, this action maps 𝑢 ↦→ 𝛼𝑢. We note that this action respects the constraints.
Namely, for 𝐶 = {𝑣1, 𝑣2, 𝑣3} ∈

([𝑛′]
3

)
, if we define 𝛼𝐶 = {𝛼𝑣1, 𝛼𝑣2, 𝛼𝑣3}, then we have that

𝐻𝛼𝑢 = 𝛼𝐻𝑢 = {𝛼𝐶 : 𝐶 ∈ 𝐻𝑢}. For the proof, we will be using the fact that there is a negation
action for 𝛼 = −1; this is because this transformation has made all coefficients in the constraints
be equal to 1, so to cancel a variable 𝑥𝑢 we shall only need 𝑥−𝑢 .

We shall now abuse notation and redefine 𝑛′ to be 𝑛, and we now simply assume that we
have this group action on [𝑛]. We have thus added this additional property to the code, and in
doing so we have only decreased 𝛿 by a factor of |F| − 1.

We now turn to the main part of the proof. Following Section 12.4, we define 𝑡-chains. The
definition of 𝑡-chains now requires a small modification because in the original definition we
formed longer chains by canceling a variable 𝑥𝑤 via the operation 𝑥𝑤 + 𝑥𝑤 = 0, which was specific
to the field F2. Now, we use the negation action on [𝑛] to cancel a variable.

Definition 12.10.1 (𝑡-chain hypergraph ℋ (𝑡)𝑢 ). Let 𝑡 ≥ 1 be an integer. For any 𝑢 ∈ [𝑛], let
ℋ (𝑡)𝑢 denote the weight function wtℋ (𝑡)𝑢 : [𝑛]3𝑡+1 → R≥0, i.e., from length 3𝑡 + 1 tuples of the
form 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, . . . , 𝑢𝑡−1, 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2, 𝑢𝑡) to R≥0, where wtℋ (𝑡)𝑢 (𝐶) = 0 if 𝑢0 ≠ 𝑢, and
otherwise:

wtℋ (𝑡)𝑢 (𝐶) =
𝑡−1∏
ℎ=0

wt𝐻−𝑢ℎ (𝑣2ℎ+1, 𝑣2ℎ+2, 𝑢ℎ+1) .

For a 𝑡-chain 𝐶, we call 𝑢0 the head, the 𝑢ℎ ’s the pivots for 1 ≤ ℎ ≤ 𝑡 − 1, and 𝑢𝑡 the tail of the chain
𝐶. The monomial associated to 𝐶, which we denote by 𝑔𝐶 , is defined to be 𝑥𝑢𝑡

∏𝑡−1
ℎ=0 𝑥𝑣2ℎ+1𝑥𝑣2ℎ+2 .

Given any 𝑡-chain 𝐶 = (𝑢0, 𝑣1, 𝑣2, 𝑢1, . . . , 𝑢𝑡−1, 𝑣2(𝑡−1)+1, 𝑣2(𝑡−1)+2, 𝑢𝑡), we let the negation of the
chain, denoted by −𝐶, be the chain (−𝑢0,−𝑣1,−𝑣2,−𝑢1, . . . ,−𝑢𝑡−1,−𝑣2(𝑡−1)+1,−𝑣2(𝑡−1)+2,−𝑢𝑡).

As before, we note that the linear equation defined by a 𝑡-chain or its negation is satisfied by
any 𝑥 ∈ ℒ.

In Section 12.4, we defined an instance polynomial Φ𝑏 related to the system of linear con-
straints. This was natural over F2 as there is a group isomorphism between (F2,+) and {−1, 1} ∈
(R,×). Here, we can make a similar definition by using a nontrivial group homomorphism 𝜋 from
(F,+) to (C,×) where the image of 𝜋 is contained in the unit circle {𝑧 ∈ C : |𝑧 | = 1}. However,
the instance polynomial Φ𝑏 (and the “decomposed polynomials” Ψ𝑖,𝑄 defined later) were only
formally needed to discuss sets of linear constraints that are satisfied by the subspace ℒ. Thus, to
avoid using the group homomorphism 𝜋, here we shall simply use these polynomials to refer to
the underlying sets of constraints.

We now perform the hypergraph decomposition step as in Section 12.5, which is unchanged
(once we use the updated definition of chain).15 This produces the subinstances Ψ(𝑡)(𝑥, 𝑦), as
before.

To finish the proof, we follow Section 12.6.5 in Section 12.6. A near-identical calculation

15We note that the naive application of the decomposition step will produce partitions ℋ (𝑟,𝑄) where ℋ (𝑟,−𝑄) is
not necessarily equal to −ℋ (𝑟,𝑄). This turns out to not matter in the proof; as it turns out, we merely need that both
decompositions ∪𝑄 −ℋ (𝑟,𝑄) and ∪𝑄ℋ (𝑟,𝑄) are both smooth partitions ofℋ (𝑟), which obviously holds. Nonetheless,
we note that one could also easily modify the decomposition step to respect this negation action.
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as before shows that ℒ′′ is a (2, 𝛿)-LDC for 𝛿′ = Ω(𝛿/𝑟) provided that 𝛿2𝑘 ≤ 𝑂(log2 𝑛). We
then apply Fact 3.3.4, and conclude that 𝑘 ≤ 𝑂(log4 𝑛/𝛿2). In either case, we thus have that
𝑘 ≤ 𝑂(log4 𝑛/𝛿2).

Now, we recall that we had redefined 𝑛 to be 𝑛(|F| − 1) and 𝛿 to be 𝛿/(|F| − 1). Thus, we have
that for the original code, 𝑘𝛿2

(|F|−1)2 ≤ 𝑂(log4 𝑛) provided that |F| ≤ 𝑛. Note that if |F| ≥ 𝑘, then
Theorem 8 becomes trivial, and so we can assume that |F| ≤ 𝑘 ≤ 𝑛 (as we always have 𝑘 ≤ 𝑛).
This finishes the proof of Theorem 8 for larger fields.

12.11 Design 3-LCCs over F2 from Reed–Muller codes

In this section, we give a simple folklore construction of a design 3-LCCs (Definition 3.3.11) using
Reed–Muller codes.
Lemma 12.11.1 (Design 3-LCCs over F2 from Reed–Muller Codes). Let 𝑡 be an integer, and let
𝑘 = 1 + 𝑡 +

(𝑡
2

)
. Then, there is a design 3-LCC with blocklength 𝑛 = 4𝑡 of dimension 𝑘. In particular,

𝑛 ≤ 22
√

2𝑘 .
To prove this lemma, we will need the following fact about polynomials over F4.

Fact 12.11.2. Let 𝑓 (𝑥) = 𝛼0 + 𝛼1𝑥 + 𝛼2𝑥
2 be a degree-2 polynomial over F4. Then,

∑
𝛽∈F4

𝑓 (𝛽) = 0.

Proof. Recall that the field F4 is equivalent to the polynomial ring F2[𝛽] modulo the equation
𝛽2 + 𝛽 + 1 = 0. We have

𝑓 (0) = 𝛼0

𝑓 (1) = 𝛼0 + 𝛼1 + 𝛼2

𝑓 (𝛽) = 𝛼0 + 𝛼1𝛽 + 𝛼2𝛽
2

𝑓 (1+ 𝛽) = 𝛼0 + 𝛼1(1+ 𝛽) + 𝛼2(1+ 𝛽)2

=⇒ 𝑓 (0) + 𝑓 (1) + 𝑓 (𝛽) + 𝑓 (1+ 𝛽) = 𝛼0 · 4+ 𝛼1 · 2(1+ 𝛽) + 𝛼2(1+ 𝛽2 + (1+ 2𝛽 + 𝛽2))
= 0 ,

as 2 = 0 in F4. □

Proof of Lemma 12.11.1. We will define the code in two stages. First, we will define, via an encod-
ing map, a code over F4 with the desired dimension argue that it is a design 3-LCC. Then, we
will use this code to construct a code over F2.

Let𝒱 denote the vector space of degree ≤ 2 polynomials over F4 in 𝑡 variables 𝑥1, . . . , 𝑥𝑡 . We
note that𝒱 has dimension 𝑘.

For each 𝑏 ∈ F𝑘
4 , we encode 𝑏 by (1) letting 𝑓𝑏(𝑥1, . . . , 𝑥𝑡) be the degree-2 polynomial with

coefficients given by 𝑏, and (2) evaluating 𝑓𝑏 over all 𝑥 ∈ F𝑡
4; this yields an output 𝑍 ∈ F4

4𝑡 = F𝑛
4 ,

which is the encoding Enc(𝑏). We note that Enc is clearly an F4 linear map.
We now argue that this encoding map is a design 3-LCC. Indeed, we need to define a system of

constraints such that for every pair 𝑥(0), 𝑥(1) ∈ F𝑡
4, there is a unique constraint containing 𝑥(0), 𝑥(1).

Let 𝑥(𝛽) = 𝑥(0) + 𝛽(𝑥(1) − 𝑥(0)) and 𝑥(1+𝛽) = 𝑥(0) + (1 + 𝛽)(𝑥(1) − 𝑥(0)). We note that 𝑥(0), 𝑥(1), 𝑥(𝛽)

and 𝑥(1+𝛽) is the line 𝐿(𝑡) = 𝑥(0) + 𝜆(𝑥(1) − 𝑥(0)) containing 𝑥(0), 𝑥(1). Fix 𝑏 ∈ F𝑘
4 , and let 𝑓𝑏 be the

corresponding polynomial. We know that 𝑔(𝜆) = 𝑓𝑏(𝐿(𝜆)) is a degree-2 univariate polynomial
in 𝜆. Hence, by Fact 12.11.2, it follows that 𝑓𝑏(𝑥(0)) + 𝑓𝑏(𝑥(1)) + 𝑓𝑏(𝑥(𝛽)) + 𝑓𝑏(𝑥(1+𝛽)) = 0. Hence, for
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each pair 𝑥(0), 𝑥(1) ∈ F𝑡
4, there exists a constraint containing this pair, and moreover, because two

points determine a line, any constraint containing this pair must be exactly this line. Thus, the
code given by Enc is a design 3-LCC.

We now use the above code to construct a binary code. Let Tr : F4 → F2 be the trace map.
We let𝒱′ be the image of𝒱 under Tr (applied element-wise to each vector in𝒱). We note that
because 𝒱 has dimension 𝑘 over F4 is a linear code, it is systematic, meaning that there is a
subset 𝑆 ⊆ F𝑡

4 such that𝒱|𝑆 = F𝑘
4 . Therefore, because the trace map is identity on F2, it follows

that𝒱′ |𝑆 = F𝑘
2 , i.e., that𝒱′ has dimension 𝑘 also.

To finish the proof, we need to argue that𝒱′ is a design 3-LCC. Let 𝑔 ∈ 𝒱′. We will show that
for each line 𝑥(0), 𝑥(1), 𝑥(𝛽), 𝑥(1+𝛽) in F𝑡

4 as defined earlier, it holds that 𝑔(𝑥(0)) + 𝑔(𝑥(1)) + 𝑔(𝑥(𝛽)) +
𝑔(𝑥(1+𝛽)) = 0. Indeed, we have that 𝑔 = Tr( 𝑓 ) for some 𝑓 ∈ 𝒱, and that 𝑓 (𝑥(0)) + 𝑓 (𝑥(1)) + 𝑓 (𝑥(𝛽)) +
𝑓 (𝑥(1+𝛽)) = 0. Because all the coefficients in the linear constraint are 1, i.e., they are in F2, the
constraint still holds after applying Tr(·), as this is an F2-linear map. Thus, the constraint holds,
which finishes the proof. □
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Chapter 13

Kikuchi Matrices over Larger Alphabets

In the majority of this thesis, we have considered problems over F2 or binary alphabets. In this
section, we will sketch how to extend our methods (specifically, the basic approach outlined in
Section 2.1) to the case of arbitrary prime finite fields F𝑝 ; we remark that this likely extends to
arbitrary finite fields F𝑞 , rings Z𝑡 where 𝑡 is composite, and more generally any Abelian group
𝐺. It is likely not too difficult to prove generalizations of the main results of this thesis to larger
alphabets/fields using the ideas in this chapter, though we will not formally do so in this thesis.

As an example, let us consider task of refuting a random 𝑘-XOR instance Ψ in 𝑛 variables
over the finite field F𝑝 , where 𝑝 is prime and 𝑘 is even. We represent Ψ, the random system of
𝑘-sparse linear equations over F𝑝 , as a set 𝐻 ⊆ F𝑛

𝑝 where each 𝑧 ∈ 𝐻 is 𝑘-sparse, i.e., has exactly
𝑘 nonzero entries, along with “right-hand sides” 𝑏𝑧 ∈ F𝑝 for each 𝑧 ∈ 𝐻. The equations are then
given by

∑𝑛
𝑖=1 𝑥𝑖𝑧𝑖 = 𝑏𝑧 for all 𝑧 ∈ 𝐻, where we note that the left-hand side of the equation is

𝑘-sparse because 𝑧 contains 𝑘 nonzero coordinates.
In this section, we will sketch the proof of the following theorem.

Theorem 13.0.1 (Theorem 2.0.2 for random 𝑘-XOR over larger fields). Let 𝑘 be even. For every integer
ℓ ≥ 𝑘/2, there is an algorithm𝒜 that takes as input a 𝑘-XOR instance Ψ in 𝑛 variables 𝑥1, . . . , 𝑥𝑛 over
the field F𝑝 , specified by a set of 𝑘-sparse vectors 𝐻 ⊆ F𝑛

𝑝 of 𝑚 = |𝐻 | vectors, along with “right-hand sides”
𝑏𝑧 ∈ F𝑝 for each 𝑧 ∈ 𝐻. The algorithm 𝒜 outputs in ((𝑝 − 1)𝑛)𝑂(ℓ )-time a value alg-val(Ψ) ∈ [0,𝑚]
with the following two properties:
(1) val(Ψ) ≤ alg-val(Ψ) for all 𝑘-XOR instances Ψ over F𝑝 ;

(2) If 𝑚 ≥ 𝑂
(

1
𝜀2

(
𝑛(𝑝−1)
ℓ

) 𝑘
2−1

𝑛 log 𝑛
)

and the input Ψ is a random 𝑘-XOR instance, i.e., 𝐻 is a random

collection of 𝑚 𝑘-sparse vectors 𝑧 and each 𝑏𝑧 is chosen from F𝑝 uniformly at random, then with high
probability over the draw of 𝐻 and the 𝑏𝑧’s, it holds that alg-val(Ψ) ≤ 𝑚( 1𝑝 + 𝜀).
Above, val(Ψ) denotes the maximum number of constraints that one can simultaneously

satisfy with a single assignment 𝑥 ∈ F𝑛
𝑝 .

Proof sketch of Theorem 13.0.1. We follow the basic approach outlined in Section 2.1. As a first step,
we need to encode the instance Ψ as a polynomial. We do this by embedding F𝑝 into C via the
map 𝛼 ∈ F𝑝 ↦→ 𝜔𝛼, where 𝜔 = 𝑒2𝜋𝑖/𝑝 ∈ C is a primitive 𝑝-th root of unity.

Namely, let Ω = {𝜔𝛼 : 𝛼 ∈ F𝑝} be the set of 𝑝-th roots of unity, and let Ω𝑛 denote the “F𝑝

hypercube” in C𝑛 . For an assignment 𝑥 ∈ F𝑛
𝑝 , let 𝑦 ∈ C𝑛 be given by 𝑦𝑖 = 𝜔𝑥𝑖 . We can then embed
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a 𝑘-XOR constraint
∑𝑛
𝑖=1 𝑥𝑖𝑧𝑖 = 𝑏𝑧 into C via the polynomial

∑
𝛼∈F𝑝\{0}

(
𝜔−𝑏𝑧

∏𝑛
𝑖=1 𝑦

𝑧𝑖
𝑖

)𝛼; here, we
think of 𝑧𝑖 ∈ F𝑝 and 𝑏𝑧 ∈ F𝑝 as integers in {0, . . . , 𝑝 − 1}, and we note that this is well-defined
since 𝜔𝑝 = 1. Notice that this polynomial is 𝑝 − 1 if

∑𝑛
𝑖=1 𝑥𝑖𝑧𝑖 = 𝑏𝑧 , i.e., the constraint is satisfied,

and otherwise it is −1. Indeed, we have that 𝑦𝑧𝑖
𝑖

= 𝜔𝑥𝑖𝑧𝑖 , so that 𝜔−𝑏𝑧
∏𝑛

𝑖=1 𝑦
𝑧𝑖
𝑖

= 𝜔−𝑏𝑧+
∑𝑛
𝑖=1 𝑥𝑖𝑧𝑖 .

Therefore, if the constraint is unsatisfied, then the polynomial is
∑

𝛼≠0 𝜔
𝛼𝛽 for some 𝛽 ≠ 0, and so

it is −1 (as for any 𝛽 ≠ 0,
∑

𝛼∈F𝑝
𝜔𝛼𝛽 = 0), and if the constraint is satisfied, then this sum is simply

𝑝 − 1.
Thus, we let 𝑓 (𝑦) B ∑

𝑧∈𝐻
∑

𝛼≠0
(
𝜔−𝑏𝑧

∏𝑛
𝑖=1 𝑦

𝑧𝑖
𝑖

)𝛼
=

∑
𝑧∈𝐻

∑
𝛼≠0 𝜔

−𝛼𝑏𝑧 ∏𝑛
𝑖=1 𝑦

𝛼𝑧𝑖
𝑖

, and we have
argued that max𝑦∈Ω𝑛 𝑓 (𝑦) = 𝑞 val(Ψ) −𝑚. Hence, we define val( 𝑓 ) B max𝑦∈Ω𝑛 𝑓 (𝑦), and we have
that val(Ψ) = 1

𝑞 (val( 𝑓 ) +𝑚). It thus remains to give an algorithm to upper bound val( 𝑓 ), which
we do by defining Kikuchi matrices over larger fields.

Definition 13.0.2 (Definition 2.1.1 for larger fields). Let 𝑝 be a prime. Let 𝑧 ∈ F𝑛
𝑝 be a 𝑘-sparse

vector where 𝑘 is even, and let ℓ ≥ 𝑘/2 be an integer. We define the matrix 𝐴𝑧 ∈ C𝑁×𝑁 as follows.
Let 𝑁 =

(𝑛
ℓ

)
(𝑝 − 1)ℓ and identify 𝑁 with ℓ -sparse vectors 𝑢 ∈ F𝑛

𝑝 . We let 𝐴𝑧(𝑢, 𝑣) = 1 if (1) 𝑣 −𝑢 = 𝑧,
and (2) supp(𝑢) ∩ supp(𝑧) = 𝑘/2, supp(𝑣) ∩ supp(𝑧) = 𝑘/2, and supp(𝑢) ∩ supp(𝑧) ∩ supp(𝑣) = ∅.
Otherwise, we set 𝐴𝑧(𝑢, 𝑣) = 0. Here, supp(𝑢) is the support of 𝑢, i.e., the set supp(𝑢) B {𝑖 ∈ [𝑛] :
𝑢𝑖 ≠ 0}.
Proposition 13.0.3 (Proposition 2.1.2 for larger fields). Let 𝑧 ∈ F𝑛

𝑝 be a 𝑘-sparse vector where 𝑘 is
even. Let ℓ ≥ 𝑘/2 be an integer, and let 𝐴𝑧 be defined as in Definition 13.0.2. Then, the following hold:

1. 𝐴𝑧 has at most one nonzero entry per row or column, and has exactly 𝐷 nonzero entries, where
𝐷 =

( 𝑘
𝑘/2

) ( 𝑛−𝑘
ℓ−𝑘/2

)
(𝑝 − 1)ℓ−𝑘/2;

2. For any 𝑦 ∈ Ω𝑛 , let 𝑦⊙ℓ ∈ Ω𝑁 be the vector where the 𝑢-th entry is 𝑦⊙ℓ𝑢 =
∏𝑛

𝑖=1 𝑦
𝑢𝑖
𝑖

. Then,
(𝑦⊙ℓ )†𝐴𝑧𝑦⊙ℓ = 𝐷

∏𝑛
𝑖=1 𝑦

𝑧𝑖
𝑖

.

Remark 13.0.4. We remark that one could define 𝐴𝑧 in Definition 13.0.2 without condition (2), i.e.,
the restrictions on the support. This makes the quantity 𝐷 in Proposition 13.0.3 more complicated
(but only affects lower order terms) and also introduces some additional technical difficulties in
the analysis.

Proof. The fact that 𝐴𝑧 has at most one nonzero entry per row or column follows because for
a fixed 𝑧 and a fixed choice of the row 𝑢, there is at most one 𝑣 such that 𝑣 − 𝑢 = 𝑧. One can
compute the number of nonzero entries by counting the number of pairs (𝑢, 𝑣) satisfying the two
conditions. Indeed, the two conditions imply 𝐴𝑧(𝑢, 𝑣) = 1 if and only if we can write 𝑧 = 𝑧1 + 𝑧2

where 𝑧1, 𝑧2 are 𝑘/2-sparse vectors with disjoint support and 𝑢 = 𝑧1 +𝑤, 𝑣 = 𝑧2 +𝑤, where 𝑤 is a
(ℓ − 𝑘/2)-sparse vector with supp(𝑤) ∩ supp(𝑧) = ∅. There are

( 𝑘
𝑘/2

)
ways to split 𝑧 into 𝑧1, 𝑧2, and

after that there are
( 𝑛−𝑘
ℓ−𝑘/2

)
(𝑝 − 1)ℓ−𝑘/2 ways to choose 𝑤. So, 𝐷 =

( 𝑘
𝑘/2

) ( 𝑛−𝑘
ℓ−𝑘/2

)
(𝑝 − 1)ℓ−𝑘/2. Notice

that here we crucially need that 𝑘 is even so that we can divide 𝑧 into two halves of equal sparsity.
To prove Item (2), we observe that for any 𝑦 ∈ Ω𝑛 ,

(𝑦⊙ℓ )†𝐴𝑧𝑦⊙ℓ =
∑

(𝑢,𝑣):𝐴𝑧(𝑢,𝑣)=1

𝑛∏
𝑖=1

𝑦
−𝑢𝑖
𝑖
𝑦
𝑣𝑖
𝑖
=

∑
(𝑢,𝑣):𝐴𝑧(𝑢,𝑣)=1

𝑛∏
𝑖=1

𝑦
𝑧𝑖
𝑖
= 𝐷

𝑛∏
𝑖=1

𝑦
𝑧𝑖
𝑖

.

Note that in the above, we raise 𝑦𝑖 to an element of F𝑝 , and such operations are well-defined
since 𝑦𝑖 ∈ Ω for each 𝑖 ∈ [𝑛]. □
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We thus define 𝐴 =
∑
𝑧∈𝐻

∑
𝛼∈F𝑝\{0} 𝜔

−𝛼𝑏𝑧𝐴𝛼𝑧 . By Proposition 13.0.3, it remains to bound
max𝑦∈Ω𝑁 𝑦†𝐴𝑦, which we do using, e.g., the Matrix Bernstein inequality (Fact 3.4.1). To do
this, we observe that for a fixed hypergraph 𝐻, 𝐴 =

∑
𝑧∈𝐻 𝐵𝑧 , where 𝐵𝑧 =

∑
𝛼≠0 𝜔

−𝛼𝑏𝑧𝐴𝛼𝑧 is a
mean 0 random matrix. Because each 𝐴𝑧 has at most one nonzero entry per row/column and
|𝑏𝑧 | = 1, we have that ∥𝐴𝑧 ∥2 ≤ 1 holds, and so ∥𝐵𝑧 ∥2 ≤ 𝑝 − 1 holds. In fact, we can show that
∥𝐵𝑧 ∥ ≤ 1, crucially saving a factor of 𝑝 − 1, as follows. We observe that for any row 𝑢 (column
𝑣) and any fixed 𝑧, there is at most one column 𝑣 (row 𝑢) such that 𝑣 − 𝑢 = 𝛼𝑧 for some 𝛼 ≠ 0.
That is, if the row 𝑢 is such that 𝑣 − 𝑢 = 𝛼𝑧, then there cannot exist a column 𝑣′ such that
𝑣′ − 𝑢 = 𝛼′𝑧 where 𝛼′ ≠ 𝛼. This follows from the observation that supp(𝑢) contains exactly half
of supp(𝛼𝑧) = supp(𝑧) for some 𝛼 ≠ 0, and so supp(𝑢) ∩ supp(𝛼𝑧) = supp(𝑢) ∩ supp(𝛼′𝑧) for all
𝛼′ ≠ 0. Hence, given 𝑢 and 𝑧, we can determine the unique choice of 𝛼 (if one exists) by reading
the coefficients of 𝑢 on the variables in supp(𝑢) ∩ supp(𝑧). We note that this is the main reason
we have the condition on the support in Definition 13.0.2 (see Remark 13.0.4).

By a similar calculation as done in Section 2.1, we observe that E[𝐴𝐴†] = ∑
𝑧∈𝐻

∑
𝛼≠0 𝐴𝛼𝑧𝐴

†
𝛼𝑧 ,

and that E[𝐴†𝐴] = ∑
𝑧∈𝐻

∑
𝛼≠0 𝐴

†
𝛼𝑧𝐴𝛼𝑧 . These matrices are equal, as 𝐴†𝛼𝑧 = 𝐴−𝛼𝑧 , and both these

matrices are diagonal. Let Υ = E[𝐴𝐴†] = E[𝐴†𝐴]. The 𝑢-th diagonal entry Υ𝑢 is the total
number of 1’s occurring in the 𝑢-th row of

∑
𝑧∈𝐻

∑
𝛼≠0 𝐴𝛼𝑧 , which is also is the total number of 1’s

occurring in the 𝑢-th column of
∑
𝑧∈𝐻

∑
𝛼≠0 𝐴𝛼𝑧 .

To apply Matrix Bernstein, it remains to bound Υ𝑢 for all 𝑘-sparse 𝑢. This now requires using
that the set of 𝑘-sparse vectors 𝐻 is random, and by a simple Chernoff bound1 we conclude
that the maximum is 𝑂(𝑚𝐷(𝑝 − 1)/𝑁). Hence, we can apply Matrix Bernstein to conclude that

∥𝐴∥2 ≤ 𝑂
(
log𝑁 +

√
𝑚𝐷(𝑝−1) log𝑁

𝑁

)
with high probability over the draw of 𝐻 and the 𝑏𝑧’s, where

|𝐻 | = 𝑚. By Fact 3.6.1, we have that 𝐷/𝑁 ∼ ( ℓ
(𝑝−1)𝑛 )

𝑘/2, and so we can rephrase our assumption

on 𝑚 as 𝑚 ≥ 𝑂
(
𝑁 log𝑁
𝐷(𝑝−1)𝜀2

)
.

Thus, the second term above dominates, and so we have shown that

𝐷 val( 𝑓 ) ≤ 𝑁 ∥𝐴∥2 ≤ 𝑁 ·𝑂
(√

𝑚𝐷(𝑝 − 1) log𝑁
𝑁

)
=⇒ val( 𝑓 ) ≤ 𝑂(1) ·𝑚 ·

√
𝑁(𝑝 − 1) log𝑁

𝐷𝑚
≤ 𝑚 · 𝜀𝑝 .

As val(Ψ) = 1
𝑝 (val( 𝑓 ) + 𝑚), we have thus certified a bound of 𝑚( 1𝑝 + 𝜀), which finishes the

proof. □

1See [WAM19, Section F.1.4] for a similar calculation in the F2 case.
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Chapter 14

Improved Algorithms for Planted CSPs

14.1 Subexponential-time algorithms for planted CSPs

In Part I, we defined two different average-case problems for CSPs: refutation and search,
and we discussed our results for each in Sections 4.1 and 4.2, respectively. For the task of
semirandom/smoothed CSP refutation, we gave a family of algorithms that achieve a runtime vs.
clause threshold trade-off. Namely, one can refute a semirandom 𝑘-ary CSP in 𝑛𝑂(ℓ )-time when
the instance has 𝑚 ≥ �̃�((𝑛/ℓ ) 𝑘2 · ℓ ) constraints (Theorem 1). However, for the task of solving
semirandom planted CSPs, we only gave a poly(𝑛)-time algorithm to find an assignment that
satisfies 1− 𝑜(1) fraction of constraints when the instance has 𝑚 ≥ �̃�(𝑛𝑘/2) constraints, where 𝑘
is the arity of the CSP (Theorem 3). That is, we only gave an algorithm for the “ℓ = 𝑂(1) case”,
and in particular we do not show any runtime vs. clause threshold trade-off. Thus, a lingering
question is:
Question 14.1.1. Can we give algorithms for solving semirandom planted CSPs that achieve the same
runtime vs. clause threshold trade-off as in the case of refutation?

In fact, this question is open also for the simpler case of random CSPs!
Below, we explain the key technical barrier that we need to overcome to extend the proof

techniques of Theorem 3 to give such an algorithm. At a high level, the reason the algorithm in
Theorem 3 does not generalize to the subexponential-time case is because some of the additional
polylog(𝑛) factors in 𝑚 that are hidden in the �̃�(·) notation are actually polylog(𝑁), where 𝑁
is the size of the matrix used in the spectral algorithm. In the polynomial-time case, 𝑁 =

( 𝑛
𝑘/2

)
,

so log𝑁 is simply 𝑂(log 𝑛), and we can afford to lose these extra factors. However, in the
subexponential-time case, 𝑁 =

(𝑛
ℓ

)
, and so log𝑁 = 𝑂(ℓ log 𝑛), and losing factors of ℓ will not

yield the “correct” threshold of 𝑚 = �̃�((𝑛/ℓ ) 𝑘2 · ℓ ).
The proof of Theorem 3 relies on two key ingredients: (1) expander decomposition, and (2) a

spectral sparsification lemma. In order to extend this approach to achieve the subexponential-time
trade-off, we expect that we need to prove a generalized spectral sparsification lemma, which we
describe below. For simplicity, we will describe the lemma for the even 𝑘 case only.
Definition 14.1.2 (Kikuchi Graph and Laplacian). Let 𝑘 be even. Given a parameter ℓ and a set
𝐶 ∈

([𝑛]
𝑘

)
, we let 𝐺𝐶 be the graph with adjacency matrix 𝐴𝐶 that is defined in Definition 2.1.1.

Namely, 𝐺𝐶 has vertex set 𝑁 =
(𝑛
ℓ

)
, where we have an edge (𝑆,𝑇) ∈ 𝐸(𝐺𝐶) if 𝑆 ⊕ 𝑇 = 𝐶. For

a 𝑘-uniform hypergraph 𝐻, we let 𝐺𝐻 denote the union of the graphs 𝐺𝐶 for 𝐶 ∈ 𝐻. We let
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𝒦 =
([𝑛]
𝑘

)
denote the complete hypergraph, and 𝐺𝒦 denote the corresponding Kikuchi graph.

We let 𝐿𝐶 denote the Laplacian of 𝐺𝐶 , and 𝐿𝐻 =
∑
𝐶∈𝐻 𝐿𝐶 denote the Laplacian of 𝐻. We also let

𝐿𝒦 =
∑
𝐶∈([𝑛]𝑘 ) 𝐿𝐶 denote the Laplacian of the complete graph.

The main spectral sparsification statement that we would like to show is the following: if 𝐻
is a random 𝑘-uniform hypergraph with |𝐻 | = 𝑚 ≥ �̃�((𝑛/ℓ ) 𝑘2 · ℓ ) hyperedges, then 𝐿𝐻 is a good
spectral approximation of 𝐿𝒦 .

Conjecture 14.1.3. Let 𝐻 be a random 𝑘-uniform hypergraph with |𝐻 | = 𝑚 ≥ �̃�((𝑛/ℓ ) 𝑘2 · ℓ ) hyperedges.
Then, with probability ≥ 1 − 1/poly(𝑛), it holds that 𝜂(1 − 𝑜(1))𝐿𝒦 ⪯ 𝐿𝐻 ⪯ 𝜂(1 + 𝑜(1))𝐿𝒦 , where
𝜂 = 𝑚/

(𝑛
𝑘

)
is the appropriate normalization factor.

We now explain the difficulty in proving Conjecture 14.1.3 for the subexponential-time case,
i.e., when ℓ is super-constant. To see this, let us first consider the case of ℓ = 𝑘/2, which is the case
that suffices to argue Theorem 3 for random CSPs. Here, the graph 𝐺𝐻 is almost1 the normalized
adjacency matrix of a random graph on 𝑁 vertices with 𝑚 = 𝑂(𝑁 polylog(𝑁)) edges, and the
graph 𝐺𝒦 is the complete graph on 𝑁 =

( 𝑛
𝑘/2

)
vertices. One can easily show that 𝐺𝐻 is a good

expander graph with spectral gap 1/
√
𝑑, where 𝑑 = �̃�(1) is the average degree inℋ , and thus it

follows that the smallest nonzero eigenvalue of 𝐿ℋ is 1− 1/
√
𝑑 = 1− 𝑜(1), and so Conjecture 14.1.3

holds.
However, the issue is that for larger ℓ , the graph 𝐺𝐻 is not a good expander, even for random

𝐻 or in the “complete” case𝒦 . These non-expanding sets are easy to construct. For example, let
𝑅 ⊆ [𝑛] be any set of size, say, (1 −𝑂(1/ℓ ))𝑛. Then, the set of all 𝑆 of size ℓ with 𝑆 ⊆ 𝑅 is a set
of at least Ω(𝑁) vertices in the Kikuchi graph that is typically non-expanding. This is because a
hyperedge 𝐶 can only cross this cut if |𝐶 ∩ 𝑅 | ≤ 𝑘 − 1, and a random hyperedge 𝐶 will satisfy
𝐶 ⊆ 𝑅 with probability 1−𝑂(𝑘/ℓ ) = 1− 𝑜(1)when ℓ is superconstant.

But, we can observe that such a non-expanding set is not just non-expanding for a typical
hypergraph 𝐻, it is also non-expanding even for the complete hypergraph𝒦 . In particular, this
suggests that such vectors will have a correspondingly low quadratic form in 𝐿𝒦 also, and so
this example does not disprove Conjecture 14.1.3. However, it does give solid evidence that in
order to prove Conjecture 14.1.3, one will need to do a more fined-grained analysis that uses
that spectrum of 𝐿𝒦 has eigenvalues of very different scales. This unlike the case of ℓ = 𝑘/2,
where 𝐿𝒦 is an expander and so all its eigenvalues (except for the trivial 0 eigenvalue) are have
approximately the same magnitude.

14.2 Smoothed models of planted CSPs

In Part I, we gave algorithms to refute semirandom and smoothed CSPs, whereas for the task
of solving planted CSPs, we only gave an algorithm in the semirandom case. This is because in
the case of planted CSPs, there is a natural way to define a semirandom planted model that is
analogous to the semirandom refutation model, whereas defining a planted model analogous
to the smoothed refutation model appears to be tricky. In this section, we propose a candidate
smoothed model for planted CSPs. Unlike the semirandom planted model studied in Theorem 3,

1The gap is that a constraint 𝐶 has
( 𝑘
𝑘/2

)
= 𝑂(1)ways of being partitioned into two sets of size 𝑘/2. However, as

this is constant, this is not a substantial difference.
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where the instances generated are satisfiable, i.e., have value 1, in our proposed smoothed planted
model, the CSPs generated will have low but nontrivial value.

A candidate smoothed model for planted CSPs. To generate the smoothed planted instance Ψ,
we start from an arbitrary CSP instance Φ with predicate 𝑃, along with an initial assignment 𝑥∗

that satisfies a 𝜇𝑃-fraction of constraints in Φ. Here, 𝜇𝑃 is the fraction of constraints satisfied by a
random assignment. For example, 𝜇𝑃 = 7/8 for 3-SAT, or 1/2 for 3-XOR. As a result, there always
exists such an 𝑥∗ regardless of the choice of Ψ.

We now produce a 𝑝-smoothed instance Ψ from Φ by doing the following. For each con-
straint in Φ, with probability 𝑝 independently we rerandomize the literal negation pattern for
that constraint according to the planting distribution 𝑄 and the assignment 𝑥∗. That is, for
each constraint, with probability 𝑝 we replace its literal negation pattern with one sampled as
done in Definition 4.2.1. As a result, the assignment 𝑥∗ satisfies each constraint that has been
“rerandomized”, and so 𝑥∗ will, with high probability, satisfy at least 𝜇𝑃(1− 𝑝) + 𝑝 − 𝑜(1)-fraction
of the constraints in Ψ, which is larger than 𝜇𝑃 . The computational task is to now recover an
assignment 𝑥 that satisfies 𝜇𝑃 + 𝜀-fraction of constraints in Ψ, for some constant 𝜀 B 𝜀(𝑝) that is
a function of 𝑝.
Question 14.2.1. Consider the smoothed planted CSP model defined above. Can we give an algorithm for
this task, or can we prove hardness?

To understand the above question, it is perhaps best to start with the case of 𝑘-XOR, as
this case forms the backbone of the existing algorithms in the semirandom case. In the case of
𝑘-XOR, our proposed smoothed model is equivalent to the following process. First, we start
with an arbitrary 𝑘-XOR instance Φ = (𝐻, {𝑏𝐶}𝐶∈𝐻), where 𝐻 is a 𝑘-uniform hypergraph and
𝑏𝐶 ∈ {−1, 1} for each 𝐶 ∈ 𝐻. We also let 𝑥∗ denote an arbitrary assignment such that valΦ(𝑥∗) ≥ 1

2 .
To construct the smoothed instance Ψ, we do the following. For each 𝐶 ∈ 𝐻, with probability
𝑝 independently, we set 𝑏𝐶 to be

∏
𝑖∈𝐶 𝑥

∗
𝑖
, i.e., we change it to agree with 𝑥∗. Thus, with high

probability, valΨ(𝑥∗) ≥ 1
2 (1− 𝑝) + 𝑝 = 1

2 (1+ 𝑝). The computational task is to then find an 𝑥 such
that valΨ(𝑥) ≥ 1

2 + 𝜀, where 𝜀 is a function of 𝑝.
Our proposed model is potentially hard. Indeed, one fundamental barrier is that the SDP

value of the initial instance Φ may be very close to 1 (even if the true value is 𝜇𝑃 + 𝑜(1)), and it is
quite believable that this will remain the case after the smoothing process. If this happens, then
intuitively it seems that the SDP is unable to “detect” that any smoothing has occurred, and from
this it seems difficult to round the SDP to find an assignment 𝑥.

To sidestep this barrier, one could instead consider a similar model in which the initial instance
Φ is furthermore guaranteed to (1) have value at most 𝜇𝑃 + 𝑜(1), and (2) be sampled from the
smoothed model for refutation (Definition 4.1.2). Thus, by applying Theorem 1, we know that the
SDP value of the initial instance Φ will be 𝜇𝑃 + 𝑜(1) with high probability over the initial instance
Φ, whereas after the smoothing it must be at least 𝜇𝑃(1− 𝑝) + 𝑝 − 𝑜(1) with high probability. This
means that the SDP is able to “detect” that some change has occurred to the instance Φ, which
gives us more hope to find a rounding algorithm. Nonetheless, recovering an assignment 𝑥 with
value ≥ 𝜇𝑃 + 𝜀 is still a nontrivial, intriguing rounding task, even in this potentially easier setting.
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Chapter 15

Improved Lower Bounds for LDCs/LCCs

In Part III, we discussed in detail the problem of understanding the optimal blocklength 𝑛 of
a 𝑞-query locally decodable (or correctable) code with 𝑘 message bits. After this thesis, the
best-known upper and lower bounds on the blocklength 𝑛 can be summarized as follows.
(1) When 𝑞 = 2, the best 2-LCC (also LDC) is the Hadamard code with 𝑛 = 2𝑘 , and there is a

matching lower bound of 𝑛 ≥ 2Ω(𝑘) due to [KW04, GKST06].

(2) For 3-LCCs, the best-known contruction is the degree 2 Reed–Muller code, which achieves
𝑛 = 22

√
2𝑘 (Section 12.11). The best-known lower bound is 2Ω(𝑘

1/5) (Theorem 10), with better
lower bounds possible if one assumes that the code is linear (Theorem 8 and the follow-up
works of [Yan24, AG24]) or a design LCC (Theorem 9).

(3) For 3-LDCs, the best-known construction is the matching vector code of [Yek08, Efr09], which

achieves 𝑛 = 22𝑂(
√

log 𝑘 log log 𝑘)
. The best-known lower bound is 𝑛 ≥ Ω̃(𝑘3) (Theorem 7).

(4) For 𝑞 ≥ 4, the best-known 𝑞-LCC is the degree 𝑞 − 1 Reed–Muller code, which achieves

𝑛 = 2𝑂(𝑘
1
𝑞−1 ). The best-known 𝑞-LDC comes from matching vector codes [Yek08, Efr09], and

achieves 𝑛 ≤ 2𝑘
𝑜(1)

. The best-known lower bound is 𝑛 ≥ Ω̃(𝑘
𝑞
𝑞−2 ) for even 𝑞, and 𝑛 ≥ Ω̃(𝑘

𝑞+1
𝑞−1 )

for odd 𝑞 ([KW04] and Theorem 2.0.4).
As mentioned in Section 10.1, the contributions of this thesis are to (1) improve the lower bound

for 3-LDCs from Ω̃(𝑘2) to Ω̃(𝑘3), achieving the bound of Ω̃(𝑘
𝑞
𝑞−2 ) (that we know for even 𝑞) for the

odd value 𝑞 = 3, and (2) improve the lower bound for 3-LCCs from Ω̃(𝑘2) to 2Ω(𝑘
1/5), with better

lower bounds possible for linear and design LCCs. The obvious open question is to improve any
of the above bounds (either constructions or lower bounds). In the following sections, we discuss
certain concrete plausible improvements and discuss the technical barriers to proving them.

15.1 Better LDC lower bounds: barriers and a path forward

In this section, we discuss the barriers towards improving the current lower bounds for LDCs.

15.1.1 Improving odd 𝑞 LDC lower bounds

The first open question, and possibly the easiest one to tackle, is to extend Theorem 7 to all odd 𝑞.
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Question 15.1.1. Theorem 7 achieves a lower bound of Ω̃(𝑘
𝑞
𝑞−2 ) (which we can prove for even 𝑞) for the

odd value of 𝑞 = 3. Can we prove a lower bound of Ω̃(𝑘
𝑞
𝑞−2 ) for all odd 𝑞 ≥ 5 as well?

As we briefly mentioned at the end of the proof overvew in Chapter 11, the techniques used
to prove Theorem 7 fail for 𝑞 ≥ 5 because of an issue with the hypergraph decomposition step
that comes from the potential existence of “heavy pairs” in the hypergraphs 𝐻1, . . . ,𝐻𝑘 . We can

thus prove a lower bound of Ω̃(𝑘
𝑞
𝑞−2 ) for odd 𝑞 ≥ 5 under the assumption that the hypergraphs

𝐻1, . . . ,𝐻𝑘 have no heavy pairs, which is an analogous assumption to the design case for LCCs.
The main technical barrier to proving Question 15.1.1 is the following. When we have heavy

pairs, the natural way to handle them is via a hypergraph decomposition step, as done in several
other instances in this thesis, e.g., Sections 5.2 and 12.5. In the decomposition step, we set “cut-off
thresholds” that determine when a set 𝑄 is “heavy”; these thresholds are determined by the
regularity property that we need to enforce on the initial hypergraphs to make the row pruning
step succeed for the “top level” 𝑞-XOR instance. Once we have set these thresholds, the decom-
position step produces a family of “bipartite” instances, analogous to Section 5.4, and for each of
these instances, we need the underlying hypergraph to satisfy a (possibly different) regularity
condition so that the row pruning for each bipartite instance will also succeed. The hypergraph
for each bipartite instance does inherit some regularity properties via the decomposition. In,
e.g., Sections 5.2 and 5.4, the inherited regularity of each bipartite instance matches the required
regularity that we need to refute the instance, and so the analysis works out. The technical issue
to proving Question 15.1.1 is that if one uses the natural generalization of the decomposition
in Section 5.2, the inherited regularity is weaker than required, and we are unable to refute the
bipartite instances. The primary reason we are able to succeed for 𝑞 = 3 is that the resulting
bipartite instance is arity 3 − 1 = 2, and refuting 2-XOR instances is substantially easier than
larger arity XOR.

15.1.2 Improving even 𝑞 LDC lower bounds

A perhaps more intriguing question is whether one can prove a 𝑞-LDC lower bound beyond

Ω̃(𝑘
𝑞
𝑞−2 ) for any choice of 𝑞 (in particular, 𝑞 = 4, say). An affirmative answer to this question

would be interesting even if one assumes that the code is a linear 𝑞-LDC, or even a design 𝑞-LDC
(which has no heavy pairs).
Question 15.1.2. Can we prove a 𝑞-LDC lower bound (even for linear or design LDCs) beyond 𝑛 ≥
Ω̃(𝑘

𝑞
𝑞−2 ) for some 𝑞 ≥ 3?

To explain the technical barriers to answering Question 15.1.2, let us first recall how the Ω̃(𝑘
𝑞
𝑞−2 )

threshold arises. This bounds arises from the degree heuristic calculation done in Section 12.1.1,
where we observe that the Kikuchi graph 𝐴𝑖 B

∑
𝐶∈𝐻𝑖 𝐴𝐶 has average degree ∼ 𝛿𝑛(ℓ/𝑛)𝑞/2. By

applying Matrix Khintchine (Fact 3.4.2) and rearranging terms, we found that our lower bound
has the form 𝑘 ≤ �̃�(ℓ ), and we need to choose ℓ to make the average degree of 𝐴𝑖 be ≳ 1, i.e., we

need ℓ ≳ 𝑛1−2/𝑞 . Thus, going beyond the Ω̃(𝑘
𝑞
𝑞−2 ) requires a new method to proving LDC lower

bounds that goes beyond the “degree heuristic”.

The trace moment method behaves poorly for large ℓ. Ideally, one would like to take ℓ = Ω(𝑛),
as we expect the Kikuchi matrices to yield tighter bounds on the value of the 𝑞-LDC XOR instance
Ψ𝑏 as ℓ increases. However, a strange feature of the current analysis is that the bounds get weaker
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as ℓ increases beyond 𝑛1−2/𝑞 , which is counter to the expected behavior.
The reason this behavior appears1 is that we bound E𝑏[val(Ψ𝑏)] by E𝑏[∥𝐴∥2], which we then

bound (implicitly via the trace moment method) by
(
E𝑏[tr(𝐴2𝑟)]

)1/2𝑟 where 𝑟 = 𝑂(log𝑁). The
issue is that with probability 2−𝑘 over the draw of 𝑏 ← {−1, 1}𝑘 , we have 𝑏𝑖 = 1 for all 𝑖 ∈ [𝑘],
and when this happens we have val(Ψ𝑏) = 1, and so ∥𝐴∥2 is truly large. However, to bound
E𝑏[∥𝐴∥2], we compute E𝑏[tr(𝐴2𝑟)] and then take 2𝑟-th roots. Thus, the contribution of this “bad
event” to (E𝑏[tr(𝐴2𝑟)])1/2𝑟 is quite large when 𝑘 ≪ 𝑟, as then 2−𝑘/2𝑟 = 1− 𝑜(1), and this prevents
us from obtaining a good lower bound when 𝑟 = 𝑂(ℓ log 𝑛) is much larger than 𝑘. A natural way
to circumvent this issue is to separate out the “rank 1 component” by considering the matrix(∑𝑘

𝑖=1 𝑏𝑖(𝐴𝑖 − 𝐽𝑁 )
)
+

(∑𝑘
𝑖=1 𝑏𝑖 𝐽𝑁

)
, where 𝐽𝑁 is the 𝑁 ×𝑁 all 1’s matrix, but so far we have not been

able to use this approach to prove a better lower bound.

The necessity of larger ℓ: rainbow even covers. On the other hand, we can argue formally that
one cannot improve Theorem 2.0.4 or tighten the analysis in Section 2.3 without taking ℓ ≫ 𝑛1−2/𝑞 .
This argument goes by connecting the problem of LDC lower bounds to the problem of finding
certain colored even covers in hypergraphs, as we now explain.
Definition 15.1.3 (Odd-colored and rainbow even covers). Let 𝐻1, . . . ,𝐻𝑘 be 𝑞-uniform hyper-
graph matchings on 𝑛 vertices, each of size 𝛿𝑛. Let 𝐻 B ∪𝑘

𝑖=1𝐻𝑖 be a collection of hyperedges
colored by 𝑘 different colors, where we view a hyperedge 𝐶 ∈ 𝐻𝑖 as appearing in 𝐻 with color 𝑖.
An even cover (Definition 9.0.1) in 𝐻 B ∪𝑘

𝑖=1𝐻𝑖 is a collection of hyperedges 𝐶1, . . . ,𝐶𝑡 in 𝐻 such
that 𝐶1 ⊕ · · · ⊕ 𝐶𝑡 = ∅. We say that the even cover is odd-colored if some color 𝑖 ∈ [𝑘] appears an
odd number of times, and we say that the even cover is rainbow if every color appears at most
once in the even cover.

The odd-colored even cover problem is to determine the extremal value of 𝑘 (as a function of 𝑛,
𝛿) such that any 𝑘 𝑞-uniform matchings 𝐻1, . . . ,𝐻𝑘 must contain an odd-colored even cover. The
rainbow even cover problem is defined similarly, just for rainbow even covers.

The connection between Definition 15.1.3 and LDC lower bounds is the following. One can
observe that a set of 𝑞-uniform matchings 𝐻1, . . . ,𝐻𝑘 form a valid linear 𝑞-LDC if and only if,
for any choice of 𝑏1, . . . , 𝑏𝑘 , there is a solution to the 𝑞-XOR instance corresponding to these
matchings. One can also observe, via a simple linear-algebraic argument, that there is a solution
for any 𝑏 ∈ {−1, 1}𝑘 if and only if 𝐻1, . . . 𝐻𝑘 do not contain an odd-colored even cover. Thus, the
odd-colored even cover threshold 𝑘 is exactly the maximum dimension of a (𝑞, 𝛿)-linear LDC in
normal form!

Reinterpreting our proof in Section 2.3 through this lens, we see that it shows that for 𝑞 even, if
𝑘 ≥ 𝑂(𝑛1−2/𝑞 log 𝑛), then there must exist an odd-colored even cover of length ≤ 𝑂(𝑛1−2/𝑞 log 𝑛)
In fact, if we use the connection between the trace moments for Kikuchi matrices and even
covers that we discussed in Part II, we can observe that our proof shows the following stronger
statement: not only is there an odd-colored even cover of length ≤ 𝑂(𝑛1−2/𝑞 log 𝑛), the even cover
uses each color 𝑖 ∈ [𝑘] at most once. Namely, it is a rainbow even cover.

We can now explain why analysis in Section 2.3 is tight for ℓ = 𝑛1−2/𝑞 . The crux of the issue
is that, if one chooses 𝐻1, . . . 𝐻𝑘 at random, then the above result for rainbow even covers is
in fact tight: if 𝑘 ≲ 𝑛1−2/𝑞 , then with high probability over 𝐻1, . . . ,𝐻𝑘 chosen randomly, there
is no rainbow even cover. This can be shown via some simple concentration bounds. To get

1The following observations were made in joint discussions with Jun-Ting Hsieh and Pravesh K. Kothari.
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some intuition for why this is the right threshold, we note that the hypergraph 𝐻 = ∪𝑘
𝑖=1𝐻𝑖 is a

𝑞-uniform hypergraph with 𝑚 = 𝛿𝑛𝑘 hyperedges, so following Conjecture 8.0.2, we expect the

length of the shortest even cover to be ∼ ℓ , where 𝑚 ∼ (𝑛/ℓ )
𝑞
2 ℓ , and so here ℓ ∼ 𝑛𝑘−

2
𝑞−2 . Thus,

if 𝑘 ≪ 𝑛1−2/𝑞 , then we expect the shortest even cover to have length ≫ 𝑘. In particular, there
is no rainbow even cover, as any rainbow even cover has length ≤ 𝑘. The key point is that, by
using the connection between the trace moments for Kikuchi matrices and even covers that we
discussed in Part II, the spectral norm ∥𝐴∥2 only “contains information” about even covers of
length at most 𝑂(ℓ log 𝑛). When 𝑘 ≪ 𝑛1−2/𝑞 , there are no violated2 rainbow even covers (or any
rainbow even covers at all!), and so the spectral norm ∥𝐴∥2 cannot “see” any contradictions and
therefore “thinks” that the instance is satisfiable.

The above shows that when 𝑘 ≪ 𝑛1−2/𝑞 , we cannot prove better LDC lower bounds using only
rainbow even covers. We must therefore make use of odd-colored even covers. The challenge
with generalizing to odd-colored even covers comes from the bound on the spectral norm of
𝐴 =

∑𝑘
𝑖=1 𝑏𝑖𝐴𝑖 that we obtain via the trace method. Currently, our techniques are not very good

at bounding the number of walk terms that correspond to using each 𝑏𝑖 at least 4 times (rather
than the typical “at least 2 times”), and this is the dominant term when 𝑘 ≪ 𝑛1−2/𝑞 .

As a final remark, we note that the recent work of [HKM+24] proves a linear 3-LDC lower
bound of 𝑘 ≤ 𝑂(𝑛1/3 log 𝑛), which has a better polylog(𝑛) factor than Theorem 7, which achieves
𝑘 ≤ 𝑂(𝑛1/3 log2 𝑛), or Corollary 11.3.3, which achieves 𝑘 ≤ 𝑂(𝑛1/3 log4/3 𝑛). They obtain this
small improvement by working with an intermediate notion of odd-colored even covers, where
they show the existence of an even cover that uses some color exactly once.

15.2 The “LDC barrier” for LCC lower bounds

In this thesis, we have proven exponential lower bounds for 3-LCCs. In the design 3-LCC case,
we proved a tight lower bound, proving that Reed–Muller codes give optimal design 3-LCCs,
and in the case of linear and nonlinear (smooth) LCCs, we proved that Reed–Muller codes are
near-optimal. The major open question is now: can we extend these results to 4-query LCCs?
Question 15.2.1. Can we prove better lower bounds for 4-LCCs? Namely, can we show:
(1) A superpolynomial lower bound?
(2) An exponential lower bound?

Let us now discuss the main technical barriers that we will encounter when trying to answer
Question 15.2.1 by using the methods in this thesis.

The “degree heuristic calculation” for 𝒒 ≥ 4. First, we observe that a naive application of the
long chain derivation can likely improve the lower bounds for 𝑞-LCCs beyond those known for
LDCs, even for 𝑞 ≥ 4, although this naive application of our approach will likely to only yield a
polynomial factor improvement. Our explanation is rooted in the “degree heuristic” calculation
based on the density of the Kikuchi matrices explained earlier in Section 12.1.1. For larger 𝑞,
the number of length (𝑟 + 1)-chains with head 𝑖 ∈ [𝑘] is still 𝑘(3𝛿𝑛)𝑟+1. The arity of the derived
constraints, however, is now (𝑞 − 1)(𝑟 + 1) + 1. This means that the density (i.e., average degree

of the natural Kikuchi matrix) at level ℓ is (3𝛿𝑛)𝑟+1(ℓ/𝑛)
(𝑞−1)(𝑟+1)+1

2 →
(
𝑛(ℓ/𝑛)

𝑞−1
2

) 𝑟+1
for large 𝑟.

2Even covers whose “right-hand sides” multiply to −1.
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Thus, the optimal ℓ turns out to be 𝑛1− 2
𝑞−1 , and so we can only hope to achieve a lower bound of

𝑘 ≤ �̃�(𝑛1− 2
𝑞−1 ). This nevertheless would yield an improvement on the current best-known lower

bound3 of 𝑘 ≤ �̃�(𝑛1− 2
𝑞 ), inherited from 𝑞-LDCs, by a polynomial factor via long chains. In fact,

for odd 𝑞, our methods generalize to this case in a fairly straightforward manner, and one can
indeed prove this bound, though we will not do so in this thesis.4

A reduction from 𝒒-LCCs to (𝒒 − 1)-LDCs via long chains. We observe that one obtains the

threshold of 𝑛1− 2
𝑞−1 by substituting in 𝑞 − 1 for 𝑞 in the existing5 𝑞-LDC lower bounds of 𝑛1− 2

𝑞 ,
which potentially suggests a connection between 𝑞-LCCs and (𝑞 − 1)-LDCs. In fact, as we showed
in Sections 12.2 and 12.6.5, we can use our long chain derivation strategy to give a reduction
from a 3-LCC of length 𝑛 to a 2-LDC of length 𝑛polylog(𝑛). More generally, one might hope to use
long chain derivations to give a reduction from a 𝑞-LCC of length 𝑛 to a (𝑞 − 1)-LDC of length
𝑛polylog(𝑛), and this does appear to be fairly straightforward to show using the techniques in this
thesis.6 However, because the reduction blows up the length of the code by a polylog(𝑛) factor in
the exponent, current (𝑞 − 1)-LDC lower bounds are not strong enough to yield any improved
𝑞-LCC lower bounds via this route except for 𝑞 = 3, which succeeded because for 2-LDCs we can
prove exponential lower bounds.

The subexponential “LDC barrier” for long chains. The above discussion thus implies that if
we could obtain (a large enough) superpolynomial 3-LDC lower bound, then we could prove
a superpolynomial 4-LCC lower bound and thus answer Item (1) of Question 15.2.1 in the
affirmative. On the other hand, one cannot use a reduction from 4-LCCs to 3-LDCs to prove an
exponential lower bound for 4-LCCs (and thus answer Item (2) of Question 15.2.1), as there are
constructions of 3-LDCs of subexponential length! Thus, even if we could obtain substantially
better 3-LDC lower bounds, or even prove that the existing constructions of [Yek08, Efr09] are
optimal, the reduction from 4-LCCs to 3-LDCs will at best only yield a subexponential lower
bound for 4-LCCs.7 On the other hand, one could wonder if this barrier is appearing not because
of a defect of our techniques, but rather because it is the “truth”. That is, perhaps the connection
between 4-LCCs and 3-LDCs also goes in the reverse direction, and so we can ask:
Question 15.2.2. Do there exist 4-LCCs of subexponential length?

The above discussion could be viewed as suggesting that such a construction is plausible.
Finally, we remark that a very recent work of [AG24] proves, for LCCs over small fields of

characteristic 2: (1) a lower bound of 𝑘 ≤ 𝑂(log2 𝑛 log log 𝑛) for linear 3-LCCs, and (2) a lower
bound of 𝑘 ≤ �̃�(𝑛1−2/(𝑞−1)) for linear 𝑞-LCCs where 𝑞 is odd (this matches, up to polylog(𝑛)

3At least, for even 𝑞. For odd 𝑞, the best-known lower bound is weaker.
4When 𝑞 is even, there are additional technical challenges to overcome because each “link” in the chain has 𝑞 − 1

vertices, which is odd.
5At least for even 𝑞 and 𝑞 = 3, although the degree heuristic calculation predicts this threshold for all 𝑞.
6Let us spell out the reduction in a bit more detail in this footnote. Rather than construct a Kikuchi matrix with

rows 𝑆(1) and columns 𝑆(2) (which corresponds to 2 queries), we now construct a (𝑞 − 1)-tensor with modes indexed by
𝑆(1), . . . , 𝑆(𝑞−1). For each “link” in the chain, we split the 𝑞 − 1 uncanceled entries across the 𝑞 − 1 sets 𝑆(1), . . . , 𝑆(𝑞−1),
which form the 𝑞 − 1 queries.

7There is still some hope that, if one were to prove such an LDC lower bound, combining the new proof strategy
with the long chains might yield better LCC lower bounds than the ones predicted by the 𝑞-LCC to (𝑞 − 1)-LDC
reduction. This is not that inconceivable, as one can use long chains to prove a 𝑞-LCC lower bound, for odd 𝑞 ≥ 5, of
𝑘 ≤ �̃�(𝑛1−2/(𝑞−1)), whereas one cannot obtain any improvement using the 𝑞-LCC to (𝑞 − 1)-LDC reduction because it
increases the length from 𝑛 to 𝑛polylog(𝑛).

213



factors, the threshold predicted by our earlier heuristic calculation). Their proof goes via a
reduction from 𝑞-LCCs to the rainbow even cover problem for (𝑞 − 1)-uniform hypergraph
matchings (Definition 15.1.3), and then applies (in Case (1)) the recent breakthrough of [ABS+23]
on the rainbow cycle bound for graphs, and (in Case (2)) the rainbow cycle bound shown
implicitly (via the analysis in Section 2.3) by existing (𝑞 − 1)-LDC lower bounds where 𝑞 − 1 is
even (as 𝑞 is odd). Their approach is reminiscent of the 𝑞-LCC to (𝑞 − 1)-LDC reduction discussed
above, although their reduction is to the (stronger) problem of rainbow cycles. Although we
can reduce LDC lower bounds to the rainbow cycle problem, the difference between LDCs and
rainbow cycles turns out to be a major difference because, as we discussed in Section 15.1.2, we
have a lower bound of 𝑘 ≳ 𝑛1−2/𝑞 on the rainbow cycle threshold for 𝑞-uniform matchings. Thus,
we know that one cannot obtain 𝑞-LCC lower bounds better than 𝑘 ≤ 𝑂(𝑛1−2/(𝑞−1) polylog(𝑛))
(except for small polylog(𝑛) factor improvements) for 𝑞 ≥ 4 via this reduction.

Nonetheless, the work of [AG24] does not obtain any improved lower bounds for 4-LCCs,
and so the simplest open problem for 𝑞 = 4 remains:
Question 15.2.3. Can we prove a lower bound of 𝑘 ≲ 𝑛

1
2−𝜀 for binary 4-LCCs, for some constant 𝜀 > 0?
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Chapter 16

Improved Nondeterministic and
Interactive Refutations

In this chapter, we give some open problems related to the work of [FKO06] and our extensions
to semirandom/smoothed instances done in Chapter 6. Recall that in Chapter 6, we showed
that there is a nondeterministic polynomial-time refutation algorithm to (weakly) refute semiran-
dom/smoothed instances of 3-SAT with 𝑚 ≥ �̃�(𝑛1.4) constraints, which is below the �̃�(𝑛1.5)
constraint threshold required for polynomial-time algorithms (Chapter 5). This extends the results
of [FKO06], which was for fully random instances, to the case of semirandom/smoothed instances.
Equivalently, this shows the existence of short, efficiently verifiable witnesses of unsatisfiability
for semirandom/smoothed instances with �̃�(𝑛1.4) constraints, whereas we can only find such
witnesses efficiently when instances have �̃�(𝑛1.5) constraints. We also showed analogous results
for 𝑘-ary CSPs more generally, extending results of [FW15, Wit17] to the semirandom/smoothed
setting.

The first immediate open question is the following.
Question 16.0.1. Is there a nondeterministic polynomial-time algorithm to refute random 3-SAT instances
with 𝑚 ≲ 𝑛1.4−𝜀 constraints, for some constant 𝜀 > 0?

We note that the FKO-style strategy used in Chapter 6 cannot go beyond the 𝑛1.4 threshold.
This is because Theorem 6 achieves the optimal girth vs. density trade-off for hypergraphs (up to
polylog(𝑛) factors), and so the weak refutation of the “top level” 3-XOR instance using the even
covers cannot be improved. In fact, it cannot be improved even for random hypergraphs, as the
proof of near-optimality for the trade-off in Theorem 6 argues near-optimality by showing that a
random 𝑘-uniform hypergraph 𝐻 with 𝑚 ≲ (𝑛/ℓ )𝑘/2ℓ hyperedges has no even cover of length
𝑂(ℓ log 𝑛).

On the other hand, it is possible that 𝑛1.4 is the optimal threshold for nondeterministic
refutation. However, so far the only (rather weak) evidence we have to suggest that this is the
case is the argument in the above paragraph. Of course, proving any lower bound requires
making some complexity assumption (at the very least, e.g., NP ≠ coNP), and so we can ask:
Question 16.0.2. Can we prove, under plausible assumptions, that there is no nondeterministic polynomial-
time algorithm to refute random 3-SAT instances with 𝑚 ≲ 𝑛1.4−𝜀 constraints, for some constant 𝜀 > 0?

One way to approach the above question is to try to prove lower bounds in restricted proof
systems, such as sum-of-squares. As we have mentioned in Part I, there is a known lower bound,
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due to [KMOW17], of 𝑚 ≲ (𝑛/ℓ )𝑘/2ℓ for SoS proofs of degree 𝑂(ℓ ), i.e., if 𝑚 ≲ (𝑛/ℓ )𝑘/2ℓ , then with
high probability over the draw of the random 𝑘-SAT instance, there is no degree 𝑂(ℓ ) SoS proof
of unsatisfiability. In the lower bound of [KMOW17], the “measure of complexity” of the proof is
the SoS degree, which is analogous to the runtime of the corresponding deterministic SoS-based
algorithm. To capture the notion of nondeterministic algorithms, the correct measure of complexity
is the size of the SoS proof.
Question 16.0.3. Can we prove, for some constant 𝜀 > 0, that with high probability over the draw
of a random 3-SAT instance with 𝑚 ≲ 𝑛1.4−𝜀 constraints, there is no polynomial-sized SoS proof of
unsatisfiability?

This question of proving polynomial-size lower bounds for SoS, as well as in other proof
systems, was also posed in Section 5.3.2 in [Wit17].

We note that there is known relationship between size and degree of SoS proofs due to [AH19]:
if there is an SoS proof of size 𝑠, then there is a proof of degree 𝑂(

√
𝑛 log 𝑠). Combining this with

the SoS lower bound of [KMOW17] (and setting ℓ = 𝑂(
√
𝑛 polylog(𝑛))), we can show that, e.g.,

for 𝑘-SAT, there is no poly(𝑛)-sized SoS proof of unsatisfiability when 𝑚 ≲ 𝑛𝑘/4+1/2. For 3-SAT,
this narrows the range of possible 𝑚 to between 𝑛1.25 and 𝑛1.4.

Subexponential-time nondeterministic refutations. We can also ask what we can achieve if we
allow our nondeterministic refutation algorithm to run in subexponential time.
Question 16.0.4. For what𝑚, as a function of 𝑛, 𝑘, and ℓ , is there a nondeterministic 𝑛𝑂(ℓ )-time algorithm
to refute random 𝑘-SAT instances with 𝑚 constraints?

We note than one can trivially improve the thresholds shown in Chapter 6 by using the 𝑛𝑂(ℓ )-
time deterministic algorithm of Chapter 5 (instead of the poly(𝑛)-time algorithm) to better refute
the 𝑡-XOR instances for 𝑡 ≤ 𝑘 − 1, and then, as before, using violated even covers to construct
the polynomial-time verifiable certificate for the “top level” 𝑘-XOR instance. Thus, to obtain an
interesting answer to the above question, one would need to use the extra allotted runtime in the
“nondeterministic part” of the algorithm.

Nondeterministic interactive refutations. Another interesting question, posed by [Wit17], is to
ask what we can achieve if we allow the refutation procedure to be interactive. That is, we can
consider AM protocols instead of NP algorithms.
Question 16.0.5. Is there an AM protocol (or constant round interactive proof) to refute random 3-SAT
instances with 𝑚 ≲ 𝑛1.4−𝜀 constraints, for some constant 𝜀 > 0?

FKO for other refutation problems. Another final interesting question is to find other problems
with “FKO-like” behavior. Namely, can we find other refutation problems where there is a
nondeterministic refutation algorithm that outperforms the best-known deterministic algorithms?
As a concrete example, we pose the following question for the well-studied planted clique
problem for 𝐺(𝑛, 1/2).
Question 16.0.6. Is there a nondeterministic polynomial-time algorithm to refute the existence of a clique
of size 𝑛

1
2−𝜀 in a random graph 𝐺 ∼ 𝐺(𝑛, 1/2), for some constant 𝜀 > 0?

We note that for planted clique, the classic spectral algorithm certifies that there is no clique
of size larger than

√
𝑛, and moreover there is an SoS lower bound ([BHK+16]) that gives evidence
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that the
√
𝑛 threshold is optimal for polynomial-time deterministic algorithms.

Finally, we remark that the recent work of [BR23] gives a nondeterministic interactive refutation
protocol for the “nearest boolean vector” problem that beats known SoS lower bounds, which is a
result in the spirit of Questions 16.0.5 and 16.0.6.
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