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Abstract

Distributed key-value (KV) systems are a critical part of the infrastructure at many large

sites such as Amazon, Facebook, Google, and Twitter. e ĕrst research question this dis-

sertation addresses is: How should we design a cluster-based key-value store that is fault toler-

ant, achieves high performance and availability, and offers strong data consistency? We present

a new replication protocol, Ouroboros, which extends chain-based replication to allow fast,

non-blocking node additions to any part of the replica chain, and guarantees provably strong

data consistency. We use Ouroboros to implement a distributed key-value system, FAWN-KV,

designed with the goal of supporting the three key properties of fault tolerance, high perfor-

mance, and generality. We present a formal proof of correctness of Ouroboros, and evaluate

FAWN-KV on clusters with Flash storage.

FAWN-KV is, still, only a speciĕc KV solution that offers strong data consistency and is

optimized for clusters that have storage devices with slow randomwrites. e current diversity

in hardware and application requirements have resulted in a plethora of KV systems today, with

no one system meeting the needs of all applications. e second, and ĕnal, research question

this dissertation addresses is therefore: Is it possible for a KV architecture to be easily conĕgured

to support many points along the KV system design continuum? We present a generalization of

chain-based replication, Ouroboros+, which extends Ouroboros to effectively support a wide

range of application requirements by (a) selecting from different update protocols between

replicas, and, (b) selecting a query node in a replica chain. We describe Flex-KV, which uses

Ouroboros+ with different datastores that expose a common storage interface to form hetero-

geneous replica chains. Flex-KV can support DRAM, Flash, and disk-based storage; can act as

an unreliable cache or a durable store; and can offer strong or weak data consistency. e value

of such a system goes beyond ease-of-use: We enable new choices for system designs that offer

some applications a better balance of performance and cost than was previously available.
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Chapter 1

Introduction

Systems that deal with large amounts of data have traditionally used relational database

management systems (RDBMS) [30] to store structured data and to easily access and ma-

nipulate this data using high-level languages like SQL [26]. Recently, however, both large

and small web services havemoved towards simpler solutions. Tomeet their needs for cost-

effective high performance data access and analytics, many sites use simpler data model

“NoSQL” systems. ese systems store and retrieve data only by a primary key, do not pro-

vide the combined ACID guarantees (Atomicity, Consistency, Isolation, Durability) [45,

96], and do not require the complex querying and management functionality offered by an

RDBMS [39].

High-performance distributed key-value (KV) storage systems—one popular type of

NoSQL solution—are growing in both size and importance; they now are critical parts of

major Internet services such as Amazon (Dynamo [39]), LinkedIn (Voldemort [85]), and

Twitter & Facebook (memcached[72]). e workloads these systems support share sev-
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eral characteristics [8, 10, 18]: they are I/O, not computation, intensive, requiring random

access over tens of terabytes to petabytes of datasets; they are massively parallel, with thou-

sands of concurrent, mostly-independent operations; their high load requires large clus-

ters consisting of tens of thousands of individual servers to support them; and the size of

objects stored is typically small, e.g., 1 KB values for thumbnail images, 100s of bytes for

wall posts, Twitter messages, etc. Unfortunately, large clusters have more frequent fail-

ures [44], and a challenge faced by many large scale distributed KV systems is maintaining

high performance-availability [42, 86]: they must continue to offer high performance even

in the presence of failures.

e ĕrst research question this dissertation addresses is: How should we design a cluster-

based key-value store that is fault tolerant, achieves high performance and availability, and

offers strong data consistency? Strong consistency asserts that (a) operations to query and

update individual key-value pairs are executed in some sequential order, and, (b) the effects

of update operations are necessarily reflected in results returned by subsequent query opera-

tions [4, 99, 102, 104]. We presentOuroboros Ƭ, a new generalization of chain-based replica-

tion for fault tolerance that offers provably strong consistency (per-key linearizability [53]).

Ouroboros is designed to allow node additions to any part of the replica chain, and to min-

imize blocking during node additions and deletions for high performance. Ouroboros uses

log-based replication for high performance on storage devices with slow randomwrite per-

formance, such as Flash. Chapter 3 presents a formal proof of correctness ofOuroboros. We

describe Ouroboros in the context of the FAWN-KV, a newKV system that uses Ouroboros

on a consistent hashing ring. We use the FAWN (“Fast Array of Wimpy Nodes”) hardware

ƬOuroboros is an ancient symbol depicting a serpent or dragon eating its own tail. [3]
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Conĕguration Hardware Application Needs
Mem Disk Flash Durability Fault Tolerance Consistency

Cache Store Strong Eventual or Weak

memcached • •

repcached • • • •

memcachedb • •

Dynamo • • • •

Hibari • • • •

Table 1.1: Today’s KV space consists of many point solutions. is table shows some ex-
amples of existing KV systems.

architecture as a motivating hardware conĕguration to evaluate FAWN-KV. We ĕnd that

Ouroboros and FAWN-KV together achieve our goals of high performance, availability,

and consistency.

FAWN-KV is, still, only a speciĕc KV solution designed to offer strong data consis-

tency and optimized for clusters that have storage devices with slow random write per-

formance. e current diversity in storage technology, cluster hardware, and application

requirements have resulted in a plethora of key-value systems to choose from today, with

no one system meeting the needs of all applications. Consider ĕrst the diversity in stor-

age technology: Amazon uses disk-based KV stores [39] and has recently started offering

a Flash-based alternative [16]; Google maintains its entire index in tens to hundreds of

terabytes of DRAM [37]; and Facebook caches over 90% of their data in massive farms of
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memory caches with mean cache hit rates of around 90% [18, 22]. ese storage choices

offer dramatically different tradeoffs between sequential and random read & write perfor-

mance, durability, and power consumption. Next, there is diversity in cluster hardware;

many applications use conventional, “brawny” platforms to provide computational head-

room to contain soware development costs [54]; others may use racks of “wimpy node”

hardware such as that becoming available from startups like SeaMicro and Calxeda to min-

imize their energy consumption [94]. Finally, there are also trade-offs to consider when it

comes to application requirements: some applications or operations demand synchronous,

durable replication for high availability; for others, the cost of such safety is orders of mag-

nitude too expensive, making it impossible to meet latency or throughput requirements.

ese system and application requirements sit on amulti-dimensional continuum, with

the breadth of NoSQL systems testifying to the value of ĕnding a design and implementa-

tion well matched to one’s requirements. Table 1.1 shows some examples of existing KV

systems and the hardware & application requirements they target. Unfortunately, this de-

mand places system designers in a bind: Do they run multiple stores, each operating at

maximum efficiency, or do they optimize instead for system complexity by avoiding the

need for multiple codebases, vendors, and so on? We argue that placing systems designers

in this bind is unreasonable and unnecessary.

e second, and ĕnal, research question this dissertation addresses is therefore: Is it

possible for a key-value architecture to be easily conĕgured to support many points along the

KV system design continuum, from weakly-consistent, non-replicated caches [72] to strongly-

consistent, durable disk-backed key-value stores [48]? We present a generalization of chain-

based replication, Ouroboros+, which extends Ouroboros to effectively support a wide
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Related Work Chapter 7

Table 1.2: A broad outline for this thesis document.

range of application requirements by (a) selecting from different update mechanisms be-

tween replicas, and, (b) selecting a query node in a replica chain. We describe Flex-KV,

a Ęexible key-value storage system, which uses Ouroboros+ with different datastores that

expose a common storage interface to form homogeneous or heterogeneous replica chains.

Flex-KV can support DRAM, Flash, and disk-based storage, can act as an unreliable cache

or a durable store, and operate consistently or inconsistently. e value of such a system

goes beyond ease-of-use: While exploring these dimensions of durability, consistency, and

availability, we ĕnd new choices for system designs, such as a cache-consistent memcached,

that offer some applications a better balance of performance and cost than was previously

available.
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Chapter 2

FAWN-KV:

e FAWNKey-Value System

We begin our search for a key-value storage system that works well on a variety of cluster

hardware choices and sizes by designing the FAWN-KV distributed key-value storage sys-

temƬ. FAWN-KV is designed to work on cluster hardware ranging from small clusters with

fast processors and large disk-based storage per node, to large clusters with slow proces-

sors and smaller Flash based storage per node. FAWN-KV is designed with the following

four principles, with the goal of supporting the three key properties of fault tolerance, high

performance, and generality:

1. Sequential writes for high performance and generality. Appending sequentially to stor-

age can support the highest throughput available on a variety of storage devices, from

ƬIn contrast, the focus of the thesis work of Vijay Vasudevan, who also worked on FAWN, is on the energy
efficiency and on batching work to effectively use newer SSD storage devices.
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memory, to Flash, to disk drives, and even older technologies such as tape drives or

emerging technologies such as phase-changememory. Small randomwrites perform

poorly on many of these devices and hence should be avoided. All update operations

in FAWN-KV are append-only.

2. Replication for fault tolerance: FAWN-KV tolerates node failures by using replica-

tion [20, 93]. But replication brings with it the issue of data consistency. For simplic-

ity, FAWN-KV supports only the “highest common denominator” of strong consis-

tency ƭ; Section 5 addresses support for Ęexible consistency models.

3. Protocols with minimal blocking for high performance under churn: As large clusters

have more frequent failures, a cluster-based key-value system must handle churn in

the system. FAWN-KVuses a new variant of chain replication on a consistent hashing

ring, called Ouroboros. Ouroboros is designed to minimize blocking during node

additions and deletions while maintaining provably strong data consistency. Fur-

thermore, node additions and removals involve splitting/merging and transferring

datastores; these operations avoid time consuming random writes to the datastore

and instead use only single-pass sequential scans and sequential writes.

4. Load balancing for high performance: FAWN-KV partitions data storage and request

handling responsibilities among backend nodes. FAWN-KV also limits the global

work done in the system on a node addition and removal, while avoiding dispropor-

tionately increasing the load on a single node.

ƭWe formally deĕne and prove the guarantees offered by FAWN-KV in Section 3
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Figure 2.1: FAWN-KV Architecture.

In the following sections we describe the design, implementation, and evaluation of

FAWN-KV using FAWN [17] as a motivating hardware conĕguration. FAWN-KV not only

targets Flash-based clusters, but is generic enough to be applied to other cluster designs,

such as those with hard disk drives; FAWN is only one design point, optimized for energy

efficiency, in that space. We provide a brief overview of the system, followed by a detailed

description of the FAWN-KV distributed system, including partitoning, replication, and

consistency in the face of node arrivals and failures.

2.1 Design Overview Ofe FAWN-KV System

Figure 2.1 depicts an overview of the entire FAWN system. Client requests enter the sys-

tem at one of several front-ends. FAWN-KV balances load by partitioning data storage and

request handling responsibilities among a large number of back-end storage nodes. e
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front-end nodes forward the request to the back-end FAWN-KV node responsible for serv-

ing that particular key. e back-end node serves the request from its FAWN-DS datastore

and returns the result to the front-end (which in turn replies to the client). Writes proceed

similarly.

FAWNback-endnodes use Flash storage. Flash provides fast randomreads (� 1ms) [75,

84], but small random writes on Flash are very expensive [77]. is performance problem

motivates the need for log-structured techniques to write data to Ęash [58, 60, 76, 77, 89].

FAWN-DS is a simple log-structured data store for key-value pairs. e data associated

with each virtual ID is stored on Ęash using FAWN-DS.

Figure 2.2: FAWN-KV Interfaces—Front-ends route requests and cache responses. Back-
ends use FAWN-DS to store key-value pairs.

Figure 2.2 depicts FAWN-KV request processing. Client applications send requests to

front-ends using a standard put/get interface. Clients link against a front-end library and

send requests usingri RPC [15]. Front-ends send the request to the back-end node that

owns the key space for the request. e back-end node, with associated queues and threads

to make parallel use of Flash using a staged execution model similar to SEDA [105, 106],

satisĕes the request using its FAWN-DS and replies to the front-ends.
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FAWN-KV caches data using a two-level cache hierarchy. Back-end nodes implicitly

cache recently accessed data in their ĕlesystem buffer cache. e FAWN front-end main-

tains a small, high-speed query cache that helps reduce latency and ensures that if the load

becomes skewed to only one or a few keys, those keys are served by a fast cache instead of

all hitting a single back-end node.

2.2 Consistent Hashing: Mapping key ranges to nodes

A typical FAWN cluster will have several front-ends and many back-ends. How should

storage and request processing responsibilities be partitioned among the backend nodes?

If we have a cluster of n back-end nodes (0 to [n− 1]), a naive approach might store the

key-value pair (k, v) on back-end node [h(k) mod n], where h() is a hash function. A

good hash function implies [h(k) mod n] is uniform across 0, . . . , (n−1) for a reasonable

distribution of keys, thus spreading the load evenly across the back-end nodes. eproblem

with this scheme is key redistribution due to a node addition to the cluster: n/(n+1), nearly

all the keys, end-up being remapped affecting all the nodes in the cluster.

Consistent hashing [59], popularized by the Chord Distributed Hash Table [95], solves

this problem. Like the previous scheme, consistent hashing spreads data evenly across the

cluster. But in contrast to the naive scheme described earlier, on a node addition, consistent

hashing requires only the data that resides on that node, a relatively small amount of data,

to be moved there. By using consistent hashing, only K/n keys need to be remapped on

average, where K is the number of keys, and n is the number of back-end nodes.

11



In FAWN-KV the key space is represented as a ring. e large number of back-end

storage nodes are organized into this ring using consistent hashing. As in systems such

as Chord, keys are mapped to the node that follows the key in the ring (its successor). To

balance load and reduce failover times, each physical node joins the ring as a small number

(V ) of virtual nodes, each virtual node representing a virtual ID (“VID ”) in the ring space.

Each physical node is thus responsible for V different key ranges. FAWN-KV does not use

DHT routing—instead, front-ends maintain the entire node membership list and directly

forward queries to the back-end node that contains a particular data item.

Each front-end node uses the backend VID membership list and handles queries for a

large contiguous chunk of the key space; in other words, the circular key space is divided

into pie-wedges, each owned by a single front-end. A front-end receiving queries for keys

outside of its range forwards the queries to the appropriate front-end node. is design

either requires clients to be roughly aware of the front-end mapping, or doubles the traf-

ĕc that front-ends must handle, but it permits front ends to cache values without a cache

consistency protocol.

A single manager node is responsible for maintaining the membership and key space

allocations for both the front-ends & back-ends; this node can be replicated using a small

Paxos cluster [23, 55, 63, 112] to mask single management node failures.

When a back-end node joins, it sends its request to the manager node. On receiving

the VIDs it represents from the manager, each of its virtual nodes joins the ring, one VID at

a time. e back-end virtual node identiĕer (and thus, what keys it is responsible for) is a

deterministic function of the back-end node ID. e manager node notiĕes the front-end

nodes of a change in ring membership.
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e FAWN-KV ring uses a 160-bit circular ID space for VIDs and keys. Virtual IDs are

hashed identiĕers derived from the node’s address. Each VID owns the items for which it is

the item’s successor in the ring space (the node immediately clockwise in the ring). As an

example, consider the cluster depicted in Figure 2.3 with ĕve physical nodes, each of which

has two VIDs. e physical node A appears as VIDs A1 and A2, each with its own 160-bit

identiĕers. VID A1 owns key range R1, VID B1 owns range R2, and so on.

OwnerofRangeR3

RangeR1

RangeR2=(210,220]

RangeR3=(220,255]

E2
A1

B1

D1

E1

F1
D2

A2

F2

B2

Figure 2.3: Consistent Hashing with 5 physical nodes and 2 virtual IDs each.

Consistent hashing provides incremental scalabilitywithout global datamovement: adding

a new VID moves keys only at the successor of the VID being added. For example, in Fig-

ure 2.4 adding a virtual node with identiĕer C1 causes the old R3 range (from 220 to 255)

to be split, making C1 the owner of the new R3 range (from 220 to 235) and D1 the owner

of R4 (from 235 to 255). C1 gets the new R3 range from node D1 that initially owned it.

FAWN-KV uses single-pass sequential scans and sequential writes to datastores to handle

such changes efficiently.
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Figure 2.4: A new node C added to the cluster is represented by two virtual nodes C1 and
C2. e new virtual node C1 when added to the ring results in movement of data for the
new R3 range from its successor D1.

2.3 Replication and Consistency

FAWN-KV offers a conĕgurable replication factor for fault tolerance. Items are stored at

their successor in the ring space and at the R− 1 following virtual IDs.

FAWN-KV uses a new generalization of chain replication [102], called Ouroboros, to

provide strong consistency on a per-key basis [4, 99, 104]. Updates are sent to the head of

the chain, passed along to each member of the chain via a TCP connection between the

nodes, and queries are sent to the tail of the chain. Traditional chain replication only allows

new nodes to join as tail nodes in a replica chain. Our variant of chain replication allows

node additions, with minimal locking, to any position in a replica chain while ensuring

strong data consistency (per-key linearizability [53]).

One way to implement chain replication on a consistent hashing ring is shown in Fig-

ure 2.5. In this approach each node is part of one chain. e ĕrst important issue to address

in this approach is: how does one support the addition of one physical node? Here, one
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Figure 2.5: Non-Overlapping Chains on the Ring.

physical node should have a multiple of R virtual nodes. is avoids the naive approach

of having R − 1 other physical nodes join for every new physical node. e next issue to

address is: where do these virtual nodes join in the chain? e naive approach would be to

determine the location of the new virtual node on the ring, and have it join the tail of the

chain at that location. is approach risks increasing the load imbalance in the system; ifN

is the total number of physical nodes, onlyN/R physical nodes are tails and serve queries.

FAWN-KV uses a simple, yet effective technique, to solve this problem. By mapping

chains to the consistent hashing ring, each virtual ID in FAWN-KV is part of R differ-

ent chains: it is the “tail” for one chain, a “mid” node in R − 2 chains, and the “head”

for one. is replica selection strategy is similar to that used in systems like CFS [32, 33],

DHash++ [34], Dynamo [39], and PAST & Pastry [41, 90, 91]. However, none of these

systems use chain based replication and they provide weaker consistency guarantees. Fig-

ure 2.6 depicts a ring with six physical nodes, where each has two virtual IDs (V = 2), using
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Figure 2.6: Overlapping Chains in the Ring – Each node in the consistent hashing ring is
part of R = 3 chains.

a replication factor of three (R = 3). In this ĕgure, node C1 is thus the tail for range R1,

mid for range R2, and tail for range R3.

Figure 2.7 shows a put request for an item in range R1. e front-end routes the put

to the key’s successor, VID A1, which is the head of the replica chain for this range. Aer

storing the value in its datastore, A1 forwards this request to B1, which similarly stores

the value and forwards the request to the tail, C1. Aer storing the value, C1 sends the put

response back to the front-end, and sends an acknowledgment back up the chain indicating

that the response was handled properly.

For reliability, nodes buffer put requests until they receive the acknowledgment. Be-

cause puts are written to an append-only log in FAWN-DS and are sent in-order along the

chain, this operation is simple: nodes maintain a pointer to the last unacknowledged put in

their datastore, and increment it when they receive an acknowledgment. By using a purely

log structured datastore, chain replication with FAWN-KV becomes simply a process of

streaming the growing datastore from node to node.
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Figure 2.7: Lifecycle of a put with chain replication—puts go to the head and are propagated
through the chain. Gets go directly to the tail.

Gets proceed as in chain replication. Figure 2.8 shows a get request for an item in Range

R1—the front-end directly routes the get to the tail of the chain for range R1, node C1,

which responds to the request. Chain replication ensures that any update seen by the tail

has also been applied by other replicas in the chain.

Figure 2.8: Gets go directly to the tail of the chain as in Chain Replication.
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2.4 Support for multiple front ends

Asmentioned earlier, each front-end node uses the backend VID membership list and han-

dles queries for a large contiguous chunk of the key space; in other words, the circular key

space is divided into pie-wedges, each owned by a single front-end. is permits front ends

to cache values without a cache consistency protocol.

Each back-end replica chain is associated with a monotonically increasing chain-view-

id. Any change to the back-end membership is handled by the manger node appropriately,

and the new membership view, along with the chain-view-id, is communicated to the ap-

propriate back-ends and to all the front-ends. e chain-view-id is incremented only when

the head or a tail of a replica chain changes.

Similarly, any change to the front-end membership is handled by the manger node ap-

propriately, and the new front-end membership view, along with the fe-view-id, is com-

municated to all the front-end and back-end nodes. e combined membership ID, fe-

view-id.chain-view-id, is stamped in all requests sent from the front-ends and all responses

sent by the back-ends. Requests or responses that do not match the local membership ID

are dropped. Also, updates directed at back-end nodes that are not the head, and queries

directed at backend nodes that are not the tail, are dropped.

With multiple front ends, tail nodes wait for an acknowledgment to put responses sent

to the front-end, before propagating their acknowledgment for the put back up the chain.

In the case of a front-end failover, the tail resends all the put responses that were not ac-

knowledged by the previous front-end. is ensures that clients always receive a response

for their put request.
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2.5 Node Joins In Ouroboros

When a node joins a FAWN-KV ring:

1. e new virtual node causes one key range to split into two.

2. e new virtual node must receive a copy of theR ranges of data it should now hold,

one as a primary and R− 1 as a replica.

3. e front-end must begin treating the new virtual node as a head or tail for requests

in the appropriate key ranges. e replication factor goes up by one (to R + 1).

4. Virtual nodes down the chain may free space used by key ranges they are no longer

responsible for. e replication factor goes down by one and is restored to R.

B1 D1 E1

C1

puts gets responses

Pre-copy

Tail for 
Range R2

precopy

B1 D1 E1C1

puts gets responses

Chain insertion, Log Flush

Tail for 
Range R2

log flush

Figure 2.9: Phases of the join protocol on node arrival.

e ĕrst step, key range splitting, can occur concurrently with the rest (split and data

transmission can overlap). For clarity, we describe the rest of this process as if they were

separate.
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Each virtual node must become a working member of R chains. For each of these

chains, the nodemust receive a consistent copy of the datastore ĕle corresponding to the key

range. One way to achieve this is by blocking all updates and queries to all the chains where

the new replica is being added, and to resume processing requests once the new replica

has received a consistent copy of the datastore ĕle. is is similar to the stop and transfer

techniques used in Internet Suspend & Resume [62] and µ-Denali [107].

e ĕrst important issue to address in the above approach is availability: is method

canmake the replica chains unavailable for long durations of time; time proportional to the

size of the datastore. e duration of unavailability can beminimized by repeatedly copying

new data over, not blocking requests to the chain, and blocking all requests at the “end” to

ensure that the new replica has a consistent view of the datastore. is is a technique similar

to that used in distributed databases and live migration of virtual machines [29, 67, 80],

and still results in a period of unavailability due to request blocking. e second important

issue to address is: how does one decide that the new replica has a consistent copy of the

datastore? A naive approach approach could involve a two phase commit with all replicas

agreeing that the copy at the new replica is consistent with their copy of the datastore. is

technique, once again, results in a period of unavailability for updates and queries.

Our protocol, described below, is a non-blocking protocol for node additions and en-

sures that if the node fails during the data copy operation, the existing replicas are unaf-

fected. We illustrate this process in Figure 2.9 where nodeC1 joins as a new middle replica

for range R2.

Phase 1: Datastore pre-copy. Before any ring membership changes occur, the current

tail for the range (VID E1) begins sending the new node C1 a copy of the datastore log
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ĕle. e pre-copy phase is the most time-consuming part of the join, potentially requiring

hundreds of seconds. At the end of this phase, C1 has a copy of the log that contains all

records committed to the tail. If the replication factor isR, pre-copy takes place inR replica

chains, as depicted in Figure 2.10 forR = 3. Pre-copy does not change the structure of the

replica chain; a failure of a non-tail node does not affect pre-copy, and the failure of any

replica (non-tail, tail, new node) does not affect the membership state maintained at the

manager.

A1 B1 D1

C1

Range R1

puts gets responses

B1 E1

C1

Range R2

gets responsesputs

D1

E1

C1

Range R3

gets responses
D1 F1

puts

Pre-copy

Tail for Range R1

Tail for Range R2

Tail for Range R3

Figure 2.10: Phase 1 of Join: Datastore pre-copy. For every chain it is a part of, a joining
node, C1 in this case, has the datastore streamed to it from the tails of those ranges.

Phase 2: Chain insertion, log Ęush and play-forward. Aer C1’s pre-copy phase has

completed, the front-end sends a Flush message through the chain. is message plays two

roles: ĕrst, it updates each node’s neighbor state to add C1 to the chain; second, it ensures

that any in-Ęight updates (sent aer the pre-copy phase completed) are Ęushed to C1.
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Figure 2.11: Phase 2 of Join: Flush. e Flush protocol ensures that a new node can join
R chains at appropriate locations while maintaining strong consistency, and does so with
minimal blocking. e Flush message for the case where the new node joins as the head,
RangeR3 in the example above, also has a Ęag indicating thatD1,E1, and F1 can split the
range from B1–D1 into B1–C1 and C1–D1.

More speciĕcally, in Figure 2.9, thismessage propagates toC1 and then in-order through

B1, D1, and E1, and ĕnally back to C1 aer a log Ęush from E1. Nodes B1, C1, D1, and

E1 update their neighbor list, and nodes in the current chain forward the message to their

successor in the chain. Updates arriving at B1 aer the reception of the Flush message at

the head of the chain now begin streaming to C1, and C1 relays them properly to D1. At

this point,B1,D1, andE1 have correct, consistent views of the datastore, butC1may not:

A small amount of time passed between the time that the pre-copy ĕnished and when C1

was inserted into the chain. To cope with this, C1 logs updates from B1 in a temporary

datastore, not the actual datastore ĕle for range R2, and does not update its in-memory

hash table. During this phase, C1 is not yet a valid replica.
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All put requests sent toB1 aer it received the Flush message are replicated atB1, C1,

D1, andE1. On receiving the Flush message,E1 pushes all entries that might have arrived

in the time aerC1 received the log copy and beforeC1was inserted in the chain. C1 adds

these entries to theR2 datastore. ese messages have a special Ęag indicating that they are

part of the log Ęush operation. At the end of this process,E1 sends the Flush message back

to C1, conĕrming that all in-Ęight entries have been Ęushed. C1 then merges (appends)

the temporary log to the end of the R2 datastore, updating its in-memory hash table as it

does so. e node brieĘy locks the temporary log at the end of the merge to Ęush these

in-Ęight writes.

A1 B1 D1C1Range R1

puts gets responses

B1 E1C1Range R2

puts

D1

E1C1Range R3 D1 F1

Chain state during log flush

Tail for Range R1

Tail for 
Range R2

Tail for 
Range R3

log flush

log flush

gets responses

log flush

puts gets responses

Figure 2.12: When Flush is in progress, puts generated aer the Ęush message was sent
to the head of the chain, also go through the new node C1. ese puts are stored at a
temporary datastore for each range at C1, and can be applied (appended) to the datastore
once the log Ęush for these ranges complete.

Aer phase 2, C1 is a functioning member of the chain with a fully consistent copy of

the datastore. is process occursR times for the new virtual node—e.g., ifR = 3, it must

23



join as a new head, a new mid, and a new tail for one chain. Figures 2.10, 2.11, and 2.12

show the process for C1 joining three chains: tail for rangeR1, mid for rangeR2, head for

range R3. Figure 2.11 shows the propagation of the Flush message in the three different

replica chains that node C1 is joining. For the case where the new node joins as the head,

Range R3, the range from B1–D1 is split into two ranges at all the replicas, B1–C1 and

C1–D1. Figure 2.12 shows the propagation of puts and gets during Flush. Pre-copy, log

Ęush, split, and merge all involve sequential scans of the data store and append only update

operations.

Joining as a head or tail: e process for joining as a head or tail node is identical to

that of a new mid. When a node joins as a new head node, new updates arrive at it before

propagating through the replica chain. But a new node never joins as a tail node directly

during node additions. To join as a tail, a node joins before the current tail. It does not

serve get requests until the replication factor for the chain is restored (end of Phase 3).

Although the manager always has the correct view of the head and the tail of the chain

being Ęushed, it can never be certain of the precise structure of the chain during Flush. e

manager is always certain of the structure of the chain before a node addition, and aer

Ęush completes; during Flush, however, the manager does not know the “current” location

of Flush in the replica chain and hence does not know the state of successor and predecessor

links at individual nodes in the replica chain. A node failure during Flush results in the

master locking the chain state and repairing the chain (node removal). e new replica’s

addition to the chain is redone once the replica chain is fully repaired. Phase 1, Pre-copy,

minimizes the amount of time that the master is uncertain of the precise structure of the

chain.
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A1 B1 D1C1Range R1

truncate truncate_ack

B1 E1C1Range R2 D1

E1C1Range R3 D1 F1

Chain state after "truncate" at Tail

Old Tail for 
Range R1

Old Tail for 
Range R2

Old Tail for 
Range R3

truncate_tail

truncate_tail

truncate_ack

truncate_tail

truncate

truncate truncate_ack

Figure 2.13: Phase 3 of Join: Truncate restores the replication factor back toR by discarding
the tail replica as a node in the replica chain.

Phase 3: Truncate. At the end of Phase 2 (Flush), the replication factor of each of the

replica chains goes up by one (R → (R + 1)). Figure 2.13 shows the ĕnal phase of the

protocol that restores the replication factor by truncating the chain and discarding the tail

replica.

Putting it all together. Figure 2.14 shows the detailed timing digram of the join pro-

tocol, with the contents of messages exchanged between the Manager and the joining node

where appropriate. e new node (Q) sends a join request to the manager node, and for

each of the virtual nodes it represents goes through the three phases described so far.
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returned from tail

merge tmpDB

for this range

Flush Response

(one per range)

vnode has joined

once the flush message

for all the ranges 

have come back.

vnode can be 

considered tail.

1. Range1: 

<StartId, EndID>
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3. Replica Type

1. Range2: 

<StartId, EndID>

2. Tail <IP, Port>

3. Replica Type

Truncate

Truncate_ACK

create tmpDB for this range

Figure 2.14: e detailed join protocol showing the order of messages exchanged between
the Manager and the joining node.
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2.6 Node Removals In Ouroboros

e effects of a voluntary or involuntary (failure-triggered) leave are similar to those of a

join, except that the replicas must merge the key range that the node owned. As above,

the nodes must add a new replica into each of the R chains that the departing node was a

member of.

is process is shown in Figure 2.15 where node C1 leaves a chain of three replicas

where it is the mid replica for range R2. Node D1 takes over as the tail for this range for

gets, until E1 catches up with D1.

B1 D1 E1

puts gets put responses

Log Copy

New Tail for 
Range R2

precopy

B1 D1 E1

puts gets responses

New Tail Takes Over

Tail for 
Range R2

C1

responses
get

Figure 2.15: A simpliĕed view of the process of restoring the replication factor of a chain
when a node fails.

Following are the steps to handle a node departure:

1. Detect that a node has failed. Nodes are assumed to be fail-stop [92]. A recent

study indicated a MTTF for nodes to be between 4 to 5 months [44]; a 100 node clus-

ter would experience 1 node failure every day, even if it is a transient failure. e

manager node exchanges heartbeat messages with its back-end nodes every thb sec-
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A1 B1Range R1

1. repair_tail

B1Range R2

1. repair_mid

D1

E1Range R3 D1

1. repair_head

Chain Repair

C1

2. put acks

C1

C1

2. repair_mid_pred

3. last put#, ack
4. puts

Figure 2.16: When a node leaves, all chains that it was a part of are repaired to route around
the failure. is process also ensures that pending updates (due to the node failure) are
propagated down the chain, and pending acks are propagated up the chain aiding in garbage
collection.

onds. If a node misses fdthreshold heartbeats, the manager considers it to have failed

and initiates the Leave protocol. Because the Join protocol does not insert a node

into the chain until the majority of log data has been transferred to it, a failure dur-

ing join results only in an additional period of slow-down, not a loss of redundancy.

In addition to assuming fail-stop, we assume that the dominant failure mode is a

node failure or the failure of a link or switch, but our current design does not cope

with a communication failure that prevents one node in a chain from communicat-

ing with the next while leaving each able to communicate with the front-ends and

managers. We also do not consider problems associated with data corruption in the
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storage stack [19], and leave it up to interested applications to verifying data integrity

during client reads.

2. Repair the affected replica chains. Figure 2.16 shows this chain repair process for

node C1 leaving a system conĕgured with R = 3. Apart from routing around

the failed node, chain repair ensures that pending updates are propagated down the

chain, and garbage collection can be performed by propagating put-acks up the chain.

In the case where a tail is lost, e.g. Range R1 in Figure 2.16, the new tail (B1) sends

responses for all pending puts to the front-end.

A1 B1 D1Range R1

puts

B1 E1Range R2

puts

D1

E1Range R3 D1 F1

puts

Pre-copy

Standby Tail 
for Range R1

Standby Tail 
for Range R2

Standby Tail 
for Range R3

C1

gets responses

gets responses
C1

gets responses
C1

Figure 2.17: To restore the replication factor, a node departure results in new tail nodes for
all chains it was part of. e datastore for these ranges is streamed to these new tails.

3. Prepare new replicas to join the affected chains as tails. is is done by copying

data to the successor of the current tail of each of the R chains. Figure 2.17 shows

this pre-copy process for D1, E1, and F1 for ranges R1, R2, and R3 respectively.
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4. Chain insertion, log Ęush and play-forward. is is similar to Phase 2 in join, ex-

cept that the Ęush message propagates in order through the chain. Figure 2.18 shows

this step for C1 leaving the system. Until the log Ęush process completes, an interim

tail serves gets. For example, in Figure 2.19, B1 is the interim tail for range R1 until

the log Ęush to D1 completes.

5. Integrate new replica into ring. is is when log Ęush completes and the new tail

can start processing get requests.

A1 B1 D1Range R1

B1 E1Range R2 D1

E1Range R3 D1 F1

Flush propagation

2

3

4. log flush

3

C1

4. log flush

C1

3

C1
4. log flush

1. Flush

1. Flush

1. Flush

2

2

Figure 2.18: e Ęush protocol ensures all updates sent before the Ęush message reached
the head of the chains are propagated to new tail nodes.
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A1 B1 D1Range R1

puts gets

B1 E1Range R2

puts

D1

E1Range R3 D1 F1

Chain state during log flush

New Tail for 
Range R1

New Tail for 
Range R2

New Tail for 
Range R3

log flush

get
 responses

gets

gets

put responses

C1

C1

C1

puts

get
 responses

get
 responses

log flush

log flush

put responses

put responses

Figure 2.19: During Ęush, interim tails serve get requests. Puts issued aer the Ęush mes-
sage reached the head of the chains are propagated to the new tail, but these messages are
stored in a temporary store corresponding to these ranges. Once log Ęush is complete, the
temporary store can be merged into the Ęushed store at the new tails.
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Chapter 3

Ouroboros Correctness Proof

We evaluate FAWN-KV in two parts. In this section we formally state the guarantees pro-

vided by Ouroboros and we prove that the protocol described in Section 2.5 correctly pro-

vides these guarantees. In Section 4, we empirically evaluate FAWN-KV on a 2008-era

FAWN cluster built from commodity PCEngine Alix 3c2 devices [81] with CF cards and on

a newer FAWN cluster built from Intel Atom D510 processors [56] with Intel SSDs.

3.1 Ouroboros Guarantees

Ouroboros provides the following three guarantees:

eorem 3.1 (Query Guarantee) :

Query(K) either gets the value corresponding to the last successful update for K, or fails.
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eorem 3.2 (Update Guarantee) :

If Put(K, V) succeeds, then this update is registered by the system, unless the replication

factor is zero.

eorem 3.3 (Replication Guarantee) :

Ouroboros maintains a replication factor R for all keys provided that in the face of failures

there is at least one working replica and N >= R.

3.2 Assumptions

We make the following assumptions for the proof of correctness:

• Fail-stop node failures [92].

• ere is a singlemanager node which does not fail. A Paxos replicated set of manager

nodes can be used to emulate a single manager node to relax this assumption. e

master event loop in Listing 2 consisting of the manager’s role and the data routing

role of the front-end.

• ere are R replicas in steady state.

• Reliable and in-order message channels: All network channels offer FIFO ordering,

maintainmessage integrity, do not deliver duplicate messages, and have bounded de-

lays. Neighboring nodes of a replica chain are linked by TCP channels. TCP channels

also link individual backend nodes to the master and the frontend nodes.
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• We consider one chain at a time for the proof. A node is part of multiple chains,

but we consider only one chain at at time for the correctness proof. Chains (and key

ranges) are independent of one another. e proofs provided here are for key ranges;

as keys are part of a keyrange the properties we prove hold true for individual keys

too.

3.3 Proof Of Correctness

Deĕnition 3.4 (Successful Update) Anupdate, update(k, v), is successful if the correspond-

ing UPDATE_ACK message has been received at the master node.

Deĕnition 3.5 (Segment (π)) For a given key, the segment, π(x), at a given node ‘x’ is de-

ĕned as:

• π(null) = ∅

• π(x) = x⊕ π(x.Successor), where ⊕ is sequence concatenation.

Deĕnition 3.6 (Replica Chain) A replica chain for a given key is the segment that contains

all of the active replica nodes for that key. is deĕnition excludes nodes that have failed, are

inactive, or are in the process of joining the system. e ĕrst node of the chain is called the

head, and the last node the tail. e replica chain is π(head). e length of the replica chain

is called the replication factor. A chain becomes irreparable iff its replication factor drops to 0.

Deĕnition 3.7 (<t) For a replica chain containing nodes x and y, if x appears before y in π(x)

at time t then x <t y
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Invariant 3.8 (Tailk) Every key ‘k’ has a corresponding query node Tailk, the tail node of

the replica chain, unless the replication factor is 0.

Invariant 3.9 (Tail’s successor) At tail T, T.Successor = null

Deĕnition 3.10 (Backend Node State) Abackendnode can be in one of four states: INACTIVE,

JOINING, ACTIVE, and FAILED. A new node goes from INACTIVE to JOINING to ACTIVE.

A node that is pre-copying data while attempting to join a replica chain is in the INACTIVE

state. When Flush is in progress, this node is in the JOINING state. Upon completion of Flush

the node transitions to the ACTIVE state (see FLUSH case in Lisitng 1).

Deĕnition 3.11 (History of updates (H)) e History of updates at a backend node for a

key ‘k’ consists of all the updates for that key. is includes all the updates that have been

acknowledged as well as all the updates with pending acknowledgments not yet processed by

the tail; i.e. H = H_acked ∪H_unacked

Invariant 3.12 (LA <= LU) At a backend node, the Last Acknowledged Update (LA) is

always <= Last Update (LU)

LA = LU to begin with. LA is modiĕed either on receiving an UPDATE_ACK, or, in the

case of a tail, before sending the UPDATE_ACK. LU is only modiĕed at a backend node when

an update is received (UPDATE case in Lisitng 1). As there can never be an UPDATE_ACK for

an update not received at a node, LU >= LA.

Invariant 3.13 (Tail Has No Unacknowledged Updates) If themaster node considers node

T as a tail, then T.H_unacked = ∅.
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e TRUNCATE and CR_TAIL cases in Lisitng 1 are the only cases when a node becomes

a tail. In both cases before the node sends TRUNCATE_ACK or CR_TAIL_DONE to the master,

it acknowledges all pending updates present in H_unacked.

R r + 1 r

(2) failures

(1) steady state (1) no failures

(3) add node

Figure 3.1: Replication factor state machine.

Invariant 3.14 (Chain Property) For a replica chain containing nodes x and y, if x <t y,

then Hy
t ⊆ Hx

t

We prove that the above invariant is maintained by induction on the structure of the

replica chain. Figure 3.1 shows the events that modify the replica chain and the effect of

these events on the chain replication factor. Let us systematically consider the events that

change the structure of the replica chain.

• Case 1: Steady state (no failures or node additions).

Proof by contradiction. Consider a replica chain containing nodes x and y, where

x <t y and there is no other node between x and y as shown in Figure 3.2 (case 1).

Let u be an update that was seen at node y and not at node x. y could have received
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X Y D
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X

Z
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Case 2: node failures

Case 3: node additions

Figure 3.2: Chain invariant cases.

this update only from its predecessor (x), and so this update must also be present at

x. Furthermore, as x and y are connected by a reliable FIFO channel, the updates at

y are applied in the same order as the updates at x. Hence, there can be no update u

at y that is not present at x. Node x, though, might have some updates that it has not

yet sent to y. Hence Hy
t ⊆ Hx

t . By transitivity, this property holds for any two pairs

of nodes in the replica chain irrespective of whether they are adjacent or not.

• Case 2: Node Failures (single or multiple failures).

Consider the case of node failures irrespective of their position in the chain (head,

mid, or tail) as shown in Figure 3.2 (case 2). Failures could be single node failures or

multiple failures with groups of nodes dispersed across the replica chain failing.
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e CR_HEAD, CR_MID, CR_TAIL messages change the successor and predecessor

links so as to skip over the failed nodes. e replica chain, during and aer these

operations, is a subsequence, albeit not a contiguous subsequence, of the replica chain

before the failures. Because the relative ordering of the nodes in the replica chain has

not changed, if x <t y then Hy
t ⊆ Hx

t (from Case 1).

We can also make the following (stronger) claim based on this observation: For a

replica chain containing two nodes x and y, in which x is still active and y failed at

time tf , if x <t y, t ≤ tf , and t′ > tf , then Hy
t ⊆ Hx

t′

• Case 3: Node Addition.

eĕnal case to consider is node additions. Figure 3.2 (case 3) shows a node z joining

a replica chain between nodesx and y. Wemust prove that the following two relations

hold true on completion of Flush at time t:

1. x <t z =⇒ Hz
t ⊆ Hx

t

Consider all updates at node z. Hz
t is depicted in Figure 3.3. e updates can be

classiĕed as: (a) all updates before Flush reaches the head of the chain (Hzold

t );

and (b) all updates aer Flush reaches the head of the chain (Hznew

t ).

First, consider Hzold

t . z received these updates from the tail either as part of

precopy or during the subsequent Flush. erefore, Hzold

t ⊆ HTail
t .

Also, x <t Tail =⇒ HTail
t ⊆ Hx

t .

Hence, Hzold

t ⊆ Hx
t .
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History of updates at node z (Hz)

Hzold

Updates after
FLUSH@head
Hznew

History of updates at node y (Hy)

Hyflushed

Updates after
FLUSH@y
HynewHyprecopy

Figure 3.3: History at nodes y and z at time t.

Next, considerHznew

t . ese updates at z are all the updates following the FLUSH

message at the head of the chain; the FLUSH message is sent ĕrst to the joining

node and then propagates through the current chain before returning back to

the joining node. During Flush, these updates are stored at z in a temporary log

corresponding to the key range. ese updates must have been received from

node x, as FLUSH at x would make it set z as its successor. us, for updates

in Hznew

t , x <t z, and using the argument from Case 1 we can conclude that

Hznew

t ⊆ Hx
t .
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On receiving FLUSH from the tail, z merges its two update sets;

i.e. Hz
t = Hzold

t ∪Hznew

t .

Using our earlier observations that Hzold

t ⊆ Hx
t and Hznew

t ⊆ Hx
t , we can

conclude that Hz
t ⊆ Hx

t

2. z <t y =⇒ Hy
t ⊆ Hz

t

Consider all the updates at node y. Hy
t is depicted in Figure 3.3. e updates

can be classiĕed as: (a) all updates that reached the tail before precopy begins at

the Tail (Hyprecopy

t ); (b) all updates between Flush at y and the previous precopy

event (Hyflushed

t ); and (c) all updates aer FLUSH is received at y (Hynew

t ).

First, consider Hyprecopy

t . ese are updates that z received from the tail as part

of precopy. By deĕnition, these are all the updates (and no more) at y that the

Tail transfers to z. If the Tail had these updates then y deĕnitely had these

updates.

erefore, y <precopy Tail =⇒ HTail
precopy = Hyprecopy

t = Hzprecopy

t .

Next, consider Hyflushed

t . From the arguments in Cases 1 and 2, we know that

due to the FIFO nature of channels between nodes and by transitivity, all of

these updates arrive at y in the same order , and before FLUSH, as they arrive at

Tail.

erefore, HTail
flushed = Hyflushed

t = Hzflushed

t .

Last, consider all the updates at y aer it receives FLUSH:Hynew

t . Looking at the

FLUSH case in Listing 1 we conclude that y must have got the FLUSH message
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from x. On receiving FLUSH at x, it would have updated its Successor to z. All

updates at x aer the FLUSH message therefore would be relayed to z. z, the

ĕrst node to get the FLUSH message would have already set its Successor to y,

and relays these new updates to y. Hence updates in Hynew

t must have arrived

at y from node z.

erefore, Hynew

t ⊆ Hznew

t .

It is worth pointing out that y does not process, and instead queues, updates it

might receive from z in the short time interval that z is not its Predecessor (the

time between when FLUSH was processed at x and then y). is can be seen in

the UPDATE case in Listing 1. Once FLUSH is processed at y and z is its Prede-

cessor, y can then process the queued messages from z (see the FLUSH case in

Listing 1). is scheme ensures that messages relayed by z (aer FLUSH at x)

are not processed out of order (before FLUSH) at y.

e history of updates at node z(Hz
t ) = Hzprecopy

t ∪Hzflushed

t ∪Hznew

t .

Using our earlier observations:

Hyprecopy

t = Hzprecopy

t ,

Hyflushed

t = Hzflushed

t ,

and Hynew

t ⊆ Hznew

t .

erefore, we can conclude that Hy
t ⊆ Hz

t .
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A node failure during node addition (Flush) results in the Master ensuring that the

predecessor and successor of the joining node are directly linked as was before Flush,

and notifying them (and the tail) to ignore the FLUSH message. Each FLUSH message

therefore is identiĕed by a unique sequence number. eMaster locks the chain state

during this repair process. On completion of repair, the master unlocks the chain

state and triggers the removal of the failed nodes from the replica chain. e new

node’s addition to the replica chain is redone once the replica chain is fully repaired.

Deĕnition 3.15 (Last Successful Update (LSU)) :

master.Recv(UPDATE_ACK(k,v)) =⇒ LSU [k] = v.

e Last Successful Update for a key k (LSU [k]) is the value corresponding to the last

update(k, v) for which the corresponding UPDATE_ACK message was received at the master

node. We denote the node that sent this UPDATE_ACK as the tail corresponding to theLSU .

• LSU [k] at time t0 (start): LSU [k]t0 = ∅.

• LSU [k] at time t: LSU [k]t = LSU [k]t−1 if no UPDATE_ACKs for key k were received

at the master node between (t− 1) and t.

Lemma 3.16 (Update ACK) At tail node T, if T.send(master, UPDATE_ACK(k,v)) at

time t, then T.value[k] = v at time t.

is follows from the fact that in the UPDATE case in Listing 1, the update is logged to

the datastore before the UPDATE_ACK is sent.
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Lemma 3.17 (Query Response) At time t, if

master.Recv(T, QUERY_RESPONSE(k,v)) and T = Tailtk, then v = LSU [k].

Master

Tail

time

UP
DA

TE
_A

CK

UP
DA

TE
_A

CK

QUERY

Q
UE

RY
_R

ES
P

t0t1t2t3

t'0t'1t'2
= possible LSU

Figure 3.4: If the tail node has not changed since the last UPDATE_ACK, the
QUERY_RESPONSE returns the value corresponding to the LSU .

We prove the above lemma by considering two possible cases for the tail node that sent

the QUERY_RESPONSE:

• e current tail that sent the QUERY_RESPONSE is the same as the tail node corre-

sponding to the LSU .

Assume that for aQuery(k) it sent out at t2, theMaster node receives aQUERY_RESPONSE

from the tail node at time t0. is scenario is depicted in Figure 3.4. e QUERY

must have been received, and a QUERY_RESPONSE sent, by the tail node at some time

t′0 < t0. ere are two possibilities for the LSU at the Master: (a) the LSU was

updated on receiving an UPDATE_ACK at time t1 such that t2 < t1 < t0; or (b)
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the LSU was updated on receiving an UPDATE_ACK at time t3 such that t3 < t2.

In both of these cases, the corresponding UPDATE_ACK must have been sent by the

tail node at some time t′ (either t′1 or t′2) such that t′ < t′0. From Lemma 3.16,

Tail
t′1
k .value[k] = LSU [k]t1 .

By the deĕnition of LSU , LSU [k]t1 = LSU [k]t0 .

Also, Tailt
′
1
k .value[k] = Tail

t′0
k .value[k]. is is true because there is no update at

the tail between t′1 and t′0; if there was an update in this time range, the LSU should

have been present between t1 and t0 at theMasterwhich follows from the FIFOnature

of the channel between the tail and the Master (a contradiction).

By transitivity, Tailt
′
0
k .value[k] = LSU [k]t0 .

• e current tail that sent the QUERY_RESPONSE has changed since the Last Successful

Update; i.e. the current tail is different from the tail node corresponding to theLSU .

Consider the events at the Master. Speciĕcally, in the time interval between receiving

the QUERY_RESPONSE and receiving the LSU (the last UPDATE_ACK was from node

T ), there are three possible events pertaining to changing the chain tail: CR_TAIL_DONE,

TRUNCATE_ACK, FLUSH_ACK.e tail node could have changed due to one of two rea-

sons:

1. Tail node failure or truncation (Figure 3.5 Case 1).

Assume thatT0 is the new tail that sent a QUERY_RESPONSE.is implies that for

T0 to be considered a tail by the Master, the Master must have received either a

CR_TAIL_DONEorTRUNCATE_ACKmessage fromT0 before theQUERY_RESPONSE.
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erefore, T0 < T =⇒ HT ⊆ HT0 . Furthermore, as T0 is the new tail, it

should have sentUPDATE_ACKsbefore sendingCR_TAIL_DONEorTRUNCATE_ACK

(see cases for these messages in Listing 1). As there are no UPDATE_ACK mes-

sages from T0 to the Master (we are considering the LSU aer all),HT = HT0 .

Hence, T0k.value[k] = LSU [k].

2. Addition of a new tail node to restore the replication factor (Figure 3.5 Case 2).

Let us assume T1 is the new tail that sent a QUERY_RESPONSE. From the above

case, we know that HT = HT0 . CR_TAIL_DONE must have been received at the

Master from T0, followed by restoration of the replication factor with precopy

and Flush for T1 resulting in a FLUSH_ACK from T1. Similar to the earlier case,

the lack of an UPDATE_ACK from either T0 or T1 implies that T1k.value[k] =

LSU [k].

X T0 T

X T0

X T0 T1

Case 1: 
tail failure or truncate

Case 2: 
re-replicate (new tail)

Figure 3.5: Cases when tail node changes.

Proof foreorem 3.1 Query(K) either gets the value corresponding to the last success-

ful update for K or fails. is follows from Lemma 3.17 and the check at the Master to en-
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sure that the QUERY_RESPONSE is always from the current tail node (see QUERY_RESPONSE

in Listing 2). A query could also fail if the replica chain is irreparable (R = 0).

Proof foreorem 3.2 is follows from Lemma 3.16 and Invariant 3.14. If Put(K, V)

succeeds, then this update is maintained by the system, unlessR = 0. e update could be

overridden by another successful update for the same key K.

Proof foreorem 3.3 Node failures trigger CR_HEAD, CR_MID, and CR_TAIL messages.

Node additions trigger FLUSH.e structure of a replica chain changes at theMaster when it

receives theACKs for these events being processed to completion: CR_HEAD_DONE,CR_MID_DONE,

CR_TAIL_DONE,FLUSH_ACK. In all of these cases (see Listing 2)restore_replication_factor()

ensures that if the current replication factor (r) > R, the chain in truncated, and if r < R

then a tail node is added (resulting in Flush). is ensures that the replication factor qui-

esces at r = R.
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1 /* Per node per range state at backend node N.

2 1. Predecessor, the predecessor of N

3 2. Successor, the successor of N

4 3. Set of the history of updates H = H_acked ∪ H_unacked

5 4. Queue of updates representing H_unacked and some parts of H_acked

6 5. LA: last update for which N got an ACK from Successor

7 6. LU: last update got from Predecessor

8 7. State: one of INACTIVE, JOINING, ACTIVE

9 */

10 void Recv(mesg)

11 {

12 switch (mesg) {

13

14 // precond: N is a replica for mesg.key

15 case UPDATE:

16 if (State == JOINING) {

17 // at a joining node data goes to ``tmp'' store

18 ds.tmp.log(mesg.key, mesg.val)

19 }

20 else (State == ACTIVE) {

21 if (mesg.sender != Predecessor) {

22 pending_queue(mesg.sender).enqueue(mesg)

23 }

24 else {

25 ds.log(mesg.key, mesg.val)

26 H_unacked := Union(H_unacked, {<mesg.seq, mesg.key, mesg.val>})

27 if (Successor == null) {

28 // send asks to master and along pathway

29 send(master, UPDATE_ACK(mesg))

30 send(Predecessor, ACK(mesg.seq))

31 LA = mesg.seq

32 }

33 else {

34 // forward to next replica
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35 send(Successor, mesg)

36 LU = mesg.seq

37 }

38 }

39 }

40

41 case FLUSHED-UPDATE:

42 ds.log(mesg.key, mesg.val)

43

44 // precond: Successor = null, N is a replica for mesg.key, H_unacked = {}

45 // only ACTIVE nodes get query requests

46 case QUERY:

47 v = ds.get(mesg.key)

48 send(master, QUERY_RESPONSE(mesg.key, v, mesg.continuation))

49

50 // precond: mesg is in H

51 // cumulative ACKs are used to acknowledge the receipt of updates among backend nodes

52 // UPDATE_ACK is used acknowledge the receipt of an update to the Master

53 case ACK:

54 LA := max(mesg.seq, LA)

55 // send ack back (towards head) along the replica chain

56 if (Predecessor != null) {

57 send(Predecessor, ACK(LA))

58 }

59

60 case CR_HEAD:

61 Predecessor := null

62 send(master, CR_HEAD_DONE(mesg.range))

63

64 // sent to the node just before the failed node

65 case CR_MID:

66 Successor := mesg.NewSuccessor

67 // blocking call

68 <NewSuccessor.LA, NewSuccessor.LU> = getRepairInfo(N, LA, NewSuccessor)

69 if ( <NewSuccessor.LA, NewSuccessor.LU> != null ) {
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70 // catch-up on the acks NewSuccessor might have sent

71 if (NewSuccessor.LA > LA) {

72 LA := NewSuccessor.LA

73 if (Predecessor != null) {

74 // cumulative ACK

75 send(Predecessor, ACK(LA))

76 }

77 }

78

79 // send NewSuccessor updates it might have missed

80 while (update u: [u in H_unacked] and [u.seq > NewSuccessor.LU]) {

81 send(NewSuccessor, u)

82 }

83

84 send(master, CR_MID_DONE(mesg.range))

85 }

86

87 case CR_MID_REPAIR:

88 // new predecessor is the node that sent the mesg

89 Predecessor := mesg.NewPredecessor

90 if (LA == null) {

91 LA := mesg.NewPredecessor.LA

92 }

93 send(Predecessor, REPAIR_INFO(LA, LU))

94

95 // this is sent to the new tail

96 case CR_TAIL:

97 Successor := null

98

99 // send pending acks to master and along pathway

100 if (Predecessor != null) {

101 while (update u: [u in H_unacked] and [u.seq > LA]) {

102 // send asks to master and along pathway

103 send(master, UPDATE_ACK(u))

104 send(Predecessor, ACK(u.seq))
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105 }

106 }

107

108 send(master, CR_TAIL_DONE(mesg.range))

109

110 case FLUSH:

111 // contains:

112 // (a) range

113 // (b) forwarding path ( JoiningNode-n1-n2-...-nTail-JoiningNode ),

114 // (c) chain member list (n1-n2-n3-JoiningNode-...-nTail)

115

116 // set Predecessor, Successor as per the chain membership view

117 New_Predecessor := getPredecessor(mesg.chain_member_list)

118 if (New_Predecessor != Predecessor) {

119 Predecessor = New_Predecessor

120 event_loop_queue.enqueue(pending_queue(mesg.sender))

121 }

122 Successor := getSuccessor(mesg.chain_member_list)

123

124 if (N == nTail) {

125 // at Tail node (second-last on the forwarding path)

126 // asynch copy of log to new node, at the end of which

127 // the flush mesg is forwarded

128 log_flush(JoiningNode, mesg)

129 }

130 else if (N == JoiningNode) {

131 if (State == INACTIVE) {

132 // flush is seen the first time

133 State = JOINING

134 create_tmp_store() // for updates that follow flush

135 // Queue, LA, LU are all associated with this tmp store

136 send(getNextNode(forwarding_path), mesg)

137 }

138 else if (State == JOINING) {

139 State = ACTIVE
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140 // flush is seen the second time

141 merge(tmp, ds) //merge tmp store into copied store

142 send(master, FLUSH_ACK(mesg.payload))

143 }

144 }

145 else {

146 // forward mesg at an intermediate node

147 send(getNextNode(forwarding_path), mesg)

148 }

149

150 // when a node joins the mid/head of a chain, once flush is complete,

151 // TRUNCATE is sent to the new tail

152 case TRUNCATE:

153 if (Successor != null) {

154 send(Successor, mesg)

155 Successor := null

156

157 // send pending acks to master and along pathway

158 if (Predecessor != null) {

159 while (update u: [u in H_unacked] and [u.seq > LA]) {

160 // send ACKS to master and along pathway

161 send(master, UPDATE_ACK(u))

162 send(Predecessor, ACK(u.seq))

163 }

164 }

165 }

166 else {

167 send(master, TRUNCATE_ACK)

168 }

169

170 } // switch

171 }

Listing 1: Backend Event Loop.
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1 /* State at Master/Frontend.

2 1. Ring

3 2. The replication group (G) for every key range.

4 G is a tuple of the form:

5 <chain_membership_list, state(JOINING/STEADY), joining_node>

6 3. last_successful_update_map

7 */

8 void Recv(mesg)

9 {

10 switch (mesg) {

11

12 case QUERY:

13 client_map[continuation++] = <mesg.client, mesg.client_continuation>

14 send(getQueryNode(mesg.key), QUERY(mesg.key, continuation))

15

16 case QUERY_RESPONSE:

17 // accept only if it is from the current tail

18 if (mesg.sender == get_tail(mesg.key)) {

19 <client, client_continuation> = client_map.remove(mesg.continuation)

20 send(client, QUERY_RESPONSE(mesg.key, mesg.val, client_continuation))

21 }

22

23 case UPDATE:

24 client_map[continuation++] = <mesg.client, mesg.client_continuation>

25 send(getUpdateNode(mesg.key), UPDATE(mesg.key, mesg.value, continuation))

26

27 case UPDATE_ACK:

28 // accept only if it is from the current tail

29 if (mesg.sender == get_tail(mesg.key)) {

30 <client, client_continuation> = client_map.remove(mesg.continuation)

31 send(client, UPDATE_SUCCESS(client_continuation))

32 last_successful_update_map[mesg.key] = mesg.value

33 }

34
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35 case JOIN:

36 Ring.add(mesg.new_node, joining, 0)

37 replica_groups = getReplicaGroups(mesg.new_node)

38 forall groups G in replica_groups {

39 send(mesg.new_node,

40 FLUSH(G.key_range, //<start_id, end_id>

41 G.forwarding_path, //<new_node, n1, n2, n3, new_node>

42 G.chain_member_list //<n1, n2, new_node, n3>

43 )

44 )

45 }

46

47 case FLUSH_ACK:

48 if (allFlushCollected(mesg.new_node)) {

49 Ring.add(mesg.new_node, normal) // adds only if not already present

50 } else {

51 flush_count := Ring.getFlushCount(mesg.new_node) + 1

52 // if added to Ring "normally" earlier, Ring.add ignores op

53 Ring.add(mesg.new_node, flush_count)

54 }

55

56 // restore replication factor by

57 // 1. adding tail when replication factor is under limit

58 // or 2. removing tail (TRUNCATE sent to tail's pred) when over limit

59 restore_replication_factor(mesg.range)

60

61 case NODE_FAILURE:

62 replica_groups = getReplicaGroups(mesg.failed_node)

63 forall groups G in replica_groups {

64 if(failed_node == G.chain_member_list.first) {

65 // head failure

66 new_head = getNextWorkingHead(G.chain_member_list)

67 send(new_head, CR_HEAD(G.range))

68 }

69 else if(failed_node == G.chain_member_list.last) {
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70 // tail failure

71 new_tail = getNextWorkingTail(G.chain_member_list)

72 send(new_tail, CR_TAIL(G.range))

73 }

74 else {

75 // mid failure

76 // send CR_MID to predecessor of failed node

77 pred = getPredecessor(G, mesg.failed_node)

78 new_neighbor = getNextWorkingNode(G.chain_member_list, pred)

79 send(pred, CR_MID(G.range, new_neighbor))

80 }

81 }

82 Ring.remove(failed_node)

83

84 case CR_HEAD_DONE:

85 case CR_MID_DONE:

86 case CR_TAIL_DONE:

87 // restore replication factor by adding tail when required

88 restore_replication_factor(mesg.range)

89

90 } // switch

91 }

Listing 2: Event Loop at Master Node.
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Chapter 4

Empirical Evaluation Of FAWN-KV

We study a prototype FAWN-KV system running on a 21-node cluster built from com-

modity PCEngine Alix 3c2 devices [81], commonly used for thin-clients, kiosks, network

ĕrewalls, wireless routers, and other embedded applications. ese devices have a single-

core 500 MHz AMD Geode LX processor, 256 MB DDR SDRAM operating at 400 MHz,

and 100 Mbit/s Ethernet. Each node contains one 4 GB Sandisk Extreme IV CompactFlash

device. A node consumes 3 W when idle and a maximum of 6 W when deliberately using

100% CPU, network and Ęash. e nodes are connected to each other and to a 27 W Intel

Atom-based front-end node using two 16-port Netgear GS116 GigE Ethernet switches.

We also use a newer 85-node FAWN cluster for front-end cache experiments. is clus-

ter has nodes with dual-core 1.66 GHz Intel Atom processors, 1 GBDRAM, and Intel SSDs.

EvaluationWorkload: FAWN-KV targets read-intensive, small objectworkloads forwhich

key-value systems are oen used. e exact object sizes are, of course, application depen-
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Figure 4.1: Query throughput on 21-node FAWN-KV system for 1 KB and 256 B entry
sizes.

dent. In our evaluation, we showquery performance for 256 byte and 1KB values. We select

these sizes as proxies for small text posts, user reviews or status messages, image thumb-

nails, and so on. ey represent a quite challenging regime for conventional disk-bound

systems, and stress the limited memory and CPU of our wimpy nodes.

4.1 FAWN-KV System Benchmarks

In this section, we evaluate the query rate of our 21-node FAWN-KV system, and the impact

of ringmembership changes on query throughput and latency. We present results from our

2009 SOSP paper [17].

System roughput: To measure query throughput, we populated the KV cluster with

20 GB of values, and then measured the maximum rate at which the front-end received

query responses for random keys. We disabled front-end caching for this experiment. Fig-

ure 4.1 shows that the cluster sustained roughly 36,000 256-byte gets per second (1,700 per

second per node) and 24,000 1-KB gets per second (1,100 per second per node). A single
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node serving a 512 MB datastore over the network could sustain roughly 1,850 256-byte

gets per second per node, while it could serve the queries locally at 2,450 256-byte queries

per second per node. us, a single node serves roughly 70% of the sustained rate that a

single FAWN-DS could handle with local queries. e primary reason for the difference

is the addition of network overhead and request marshaling and unmarshaling. Another

reason for difference is load balance: with random key distribution, some back-end nodes

receive more queries than others, slightly reducing system performance.Ƭ

Impact of a front-end cache. We show the impact of having a front-end cache on query

performance using the new FAWN-KV cluster consisting of one high-performance front-

end node and 85 low-powerAtom-based backend nodes. e front-end and backend node’s

speciĕcations are shown in Table 6.3. All nodes are connected to a switch; the front-end

node uses a 10 GbE link, while back-end nodes use 1 GbE links. e backend nodes each

have Intel SSDs [57], but not every backend node is equipped with an SSD. A single node

serves approximately 10,000 128-byte queries/second queries from its SSD. We then em-

ulate the SSD I/O behavior by having the backends serve data at 10,000 requests/second

from a rate-limited memory-based disk to scale our experiments to more nodes than we

have SSDs.

Figure 4.2 shows the overall query throughput as the number of backend nodes in-

creases for three different scenarios:

Ƭis problem is fundamental to random load-balanced systems. Terrace and Freedman [98] devised a
mechanism for allowing queries to go to any node using chain replication; direct queries to the least-loaded
replica can improve load balance.
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Front-end node Back-end node

CPU: 2× Intel Xeon L5640 Intel Atom D510 [56]
2.27 GHz 1.66 GHz

# cores: 2×6 2
CPU cache: 2×12 MiB (L3) 512 KiB (L2)

DRAM: 2×24 GiB 1 GiB

Table 4.1: Speciĕcations of front-end and backend nodes

• a uniform distribution across n ∗ 100, 000 key-value pairs, where n is the number of

backend nodes in the system

• a Zipf distribution with parameter 1.01

• a Zipf distribution with parameter 1.01 with a front-end cache.

e experiment with a front-end cache was done by Bin Fan [43]. Bin’s work addresses

the problem of sizing the front-end cache. ey prove an O(n logn) lower-bound on the

necessary cache size and show that this size depends only on the total number of back-end

nodes (n), not the number of items stored in the system. e cache size for this experiment

was set to 8 ∗ n ∗ log (n+ 1).

e throughput of the uniform workload scales linearly as the number of nodes grows.

e throughput of the Zipf workload grows slowly with diminishing returns with each ad-

ditional node. With Zipf, the workload is biased to a small set of keys, and the nodes serving

these keys become a bottleneck, limiting the overall throughput of the cluster. Zipf ’s bias

towards a small number of keys benefits from having a font-end cache; the system perfor-

mance even exceeds the aggregate raw throughput that the back-end nodes can provide.
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Figure 4.2: Overall throughput as the number of back-end nodes increases from 10 to 85
under different access patterns such as uniformly random, Zipf, and Zipf with a front-end
cache

4.2 Impact of Ring Membership Changes

Node joins, leaves, or failures require existing nodes to split, merge, and transfer data while

still handling puts and gets. In this section we evaluate the impact of node joins on sys-

tem query throughput and the impact of maintenance operations such as local splits and

compaction on single node query throughput and latency.

QueryroughputDuringNode Join: In this test, we start a 20-node FAWN-KVGeode

cluster populated with 10 GB of key-value pairs and begin issuing get requests uniformly

at random to the entire key space. At t=25, we add a node to the ring and continue to issue
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Figure 4.3: Get query rates during node join for max load (top) and low load (bottom).

get requests to the entire cluster. For this experiment, we set R = 3 and V = 1. Figure 4.3

shows the resulting cluster query throughput during a node join.

e joining node requests pre-copies for R = 3 ranges, one range for which it is the

tail and two ranges as the head and mid. e three nodes that pre-copy their datastores to

the joining node experience a one-third reduction in external query throughput, serving

about 1,000 queries/sec. Pre-copying data does not cause signiĕcant I/O interference with

external requests for data—the pre-copy operation requires only a sequential read of the

datastore and bulk sends over the network. e lack of seek penalties for concurrent access

on Ęash together with the availability of spare network capacity results in only a small drop

in performance during pre-copying. e other 17 nodes in our cluster are not affected by

this join operation and serve queries at their normal rate. e join operation completes
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long aer pre-copies ĕnished in this experiment due to the high external query load, and

query throughput returns back to the maximum rate.

e experiment above stresses the cluster by issuing requests at the maximum rate the

cluster can handle. But most systems offer performance guarantees only for loads below

maximum capacity. We run the same experiment above but with an external query load at

about 30% of themaximum supported query rate. e three nodes sending pre-copies have

enough spare resources available to perform their pre-copy without affecting their ability

to serve external queries, so the system’s throughput does not drop when the new node is

introduced. e join completes shortly aer the pre-copies ĕnishes.

Impact of Split on Query Latency: Figure 4.4 shows the distribution of query latency

for three workloads: a pure get workload issuing gets at the maximum rate (Max Load),

63



a 500 requests per second workload with a concurrent Split (Split-Low Load), and a 1500

requests per second workload with a Split (Split-High Load). A key range is split into two

when a node joins as the head of a chain.

In general, accesses that hit buffer cache are returned in 300µs including processing and

network latency. When the accesses go to Ęash, the median response time is 800 µs. Even

during a split, themedian response time remains under 1ms. emedian latency increases

with load, so the max load, get-only workload has a slightly higher median latency than the

split workloads that have a slightly lower external query load.

Many key-value systems care about 99.9th percentile latency guarantees as well as fast

average-case performance. During normal operation, request latency is very low: 99.9% of

requests take under 26.3 ms, and 90% take under 2 ms. During a split with low external

query load, the additional processing and locking extend 10% of requests above 10 ms. e

99.9%-ile response time during the low-activity split is 491 ms. For a high-rate request

workload, the incoming request rate is occasionally higher than can be serviced during the

split. Incoming requests are buffered and experience additional queuing delay: the 99.9%-

ile response time is 611 ms. Fortunately, these worst-case response times are still on the

same order as those worst-case times seen in production key-value systems [39].

Our investigation into this problem identiĕed that this high latency behavior can be at-

tributed to the background garbage collection algorithms implemented in the Flash trans-

lation layer in the Flash device. e sequential writes caused by a split, merge, or rewrite in

FAWN-DS can trigger the block erasure operation on the CompactFlash, which contains

only one programmable Flash chip. During this operation, all read requests to the device

are stalledwaiting for the device to complete the operation. While individual block erasures
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oen only take 2 ms, the algorithm used on this Flash device performs a bulk block era-

sure lasting hundreds of milliseconds, causing the 99.9%ile latency behavior of key-value

requests to skyrocket. With larger values (1KB), query latency during Split increases fur-

ther due to a lack of Ęash device parallelism—a large write to the device blocks concurrent

independent reads, resulting in poor worst-case performance. Modern SSDs, in contrast,

support and require request parallelism to achieve high Ęash drive performance [84]; as-

suming they do not perform bulk block erasures that prevent access to the entire device, a

future switch to these devices could greatly reduce the effect of background operations on

query latency.

We also measured the latency of put requests during normal operation. With R=1,

median put latencywas about 500µs, with 99.9%ile latency extending to 24.5ms. WithR=3,

put requests in chain replication are expected to incur additional latency as the requests get

routed down the chain. Median latency increased by roughly three times to 1.58 ms, with

99.9%ile latency increasing only to 30 ms.
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Chapter 5

Flex-KV

We are witnessing an explosion of “NoSQL” storage systems, used by companies ranging

from startups to industry giants including Amazon, Facebook, Google, and Twitter [39,

72, 85]. eir popularity has resulted in cloud service providers offering NoSQL key-value

(KV) systems as building blocks for applications. Each system provides slightly different

semantics or is optimized for subtly different use cases. is situation is tragic: It impedes

the Ęexibility of cloud providers and developers by forcing them to commit to a particular

model, which they can change only by switching to an entirely different system. It further-

moremisses numerous opportunities for worthwhile designs that fall “in-between” existing

storage system design choices. We argue that it is possible to create one storage system that

can meet the needs of all of these applications.
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5.1 Motivation

Some applications or operations demand synchronous, durable replication; others favor

availability over consistency; and for yet others, the cost of such safety is orders of mag-

nitude too expensive, making it impossible to meet latency or throughput requirements.

ese requirements sit on a multi-dimensional continuum, with the breadth of NoSQL KV

systems testifying to the value of ĕnding a design and implementation well matched to one’s

requirements. Flash memory and purely in-memory datastores add yet more tradeoffs be-

tween sequential and random read/write performance, durability, and power consumption,

which further complicates the design space for data storage systems.

Unfortunately, this demand places system designers in a bind: Do they run multiple

stores, each operating at maximum efficiency, or do they optimize instead for system com-

plexity by avoiding the need formultiple codebases, vendors, conĕgurations, and so on? We

argue that placing systems designers in this bind is unreasonable and, our work suggests,

unnecessary. Instead, we show that a KV architecture designed right can easily be conĕg-

ured to supportmany points along this continuum, fromweakly-consistent, non-replicated

caches [72] to strongly-consistent, durable disk-backed key-value stores [48].

We argue that a design based on simple chain-based replication enables such a Ęexi-

ble architecture. Flex-KV [83] is a conĕgurable key-value storage system that uses chain-

based replication to effectively support a wide range of application requirements. Flex-KV

can support DRAM, disk, or Flash-based storage; can support homogeneous or heteroge-

neous replica chains that can act as an unreliable cache or a durable store; and can trade

strong data consistency for higher performance by varying the communication protocols
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between the replicas in the chain and selecting the query replica. e value of such a system

goes beyond ease-of-use: While exploring these dimensions of durability, consistency, and

availability, we ĕnd new choices for system designs supported by replica chains, such as a

cache-consistent memcached, that offer some applications a better balance of performance

and cost than was previously available. e schemes and results we discuss here use a sim-

ple hash-style key-value system, but we believe that core design ideas apply to other storage

systems as well.

5.2 KV Design Space

Systems designers today must pick a particular implementation to meet their application’s

needs. Current key-value systems differ in three major ways:

Durability What happens to data when the entire KV system is rebooted? Many key-

value systems are used as a DRAM cache backed by relational databases or storage systems,

e.g., the popular memcached system. On a cache miss, data is fetched from the backend

and is then cached in the key-value system for future use. Updates (puts and deletes) are

committed to the backend storage to guarantee data durability.

Other key-value systems act as the primary persistent store without a backend database,

e.g., MemcacheDB [2] or Redis [87]. ere exist important differences in what data these

systems may lose upon failures: Some sacriĕce performance to write data synchronously to

disk, and others favor a higher-performing asynchronous model.
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Consistency Some applications may tolerate trading consistency semantics for perfor-

mance and availability, e.g. Dynamo [39]. A strongly consistent system has the same value

across replicas for all keys. Weakly consistent systems allow replicas to return older or dif-

ferent values for any key. For notational clarity, we permit a strongly consistent system that

does not guarantee durability, in the face of failures, to either return “failure” or an older

value for a key, if it correctly informs the client that the value is stale.

Availability in thepresenceof failures Failures affect data recoverability, system response

time, and throughput. We classify availability as:

1. Data Availability (DA): What fraction of nodes can fail before data loss, with a given

replication factor?

2. Performance Availability (PA): On a failure, how long does it take until performance

is back to that when there were no failures?

5.2.1 New options in the design space: AMemory-efficient Alternative

Existing KV caches offer two extreme options: non-replicated conĕgurations are mem-

ory efficient but suffer from poor performance availability; in-memory replicated schemes

have higher memory overhead but better performance availability. To bridge this extreme

divide, we propose a new design choice: ADRAM-based key-value store that provides high

performance availability in the face of failures without the memory overhead of the simple

replication strategies used today.
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Sites such as LiveJournal, Facebook, and Twitter use memcached to support a read-

mostly workload of millions of page views every day. Because of the huge performance

gap between the cache (100,000s of queries per second) and the backing database (1,000s

of queries per second), they devote terabytes of DRAM so that nearly all queries are served

from cache. Writes invalidate entries in memcached, and directly update the database for

persistence. Subsequent queries are then cached in memcached aer being fetched from the

database.

e large gap between cache and DB performance means that a cache node failure im-

poses a sudden high load on the backend database—higher than it can handle, degrad-

ing performance or even causing an entire site failure [42, 86]. ese sites require high

performance-availability: they must continue to serve queries at in-memory speeds in the

presence of failures.

Non-replicated and in-memory replicated systems offer two extremeoptions, with trade-

offs between recovery time andmemory overhead, shown as the “M” and “M-M” conĕgura-

tions in Figure 5.1. In-memory replication, supported by systems such as memcached [71],

repcached [88], and Gear6 [47], improves performance availability at the cost of at least

twice as much DRAM, already measured in terabytes. e non-replicated system suffers

long recovery time because it must read all data into cache from the backend database,

potentially requiring random reads from disk.

Disk-backed cache with fast restore (M–D). Instead of naively replicating in-memory,

an alternate design logs updates to disk on the replica (“M-D” conĕgurations in Figure 5.1).

If the primary fails, the system can rapidly stream the logged cache contents from disk to
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memory. Synchronous updates can be sped up by buffering updates at the replica before

Ęushing them to disk asynchronously, giving rise to a variantM–(Mb . . . D) – amechanism

used in RAMCloud [79]. Alternatively, when used merely as a cache, it is acceptable to lose

a small recent window of writes, and so updates can be propagated asynchronously to the

disk replicas. To avoid inconsistency, however, it is necessary to synchronously invalidate

entries on the replica (in-memory for speed). is combination is memory efficient while

still serving both reads and writes at memory speeds – a cache consistent memcache.

M

M-M

M-M-M

Recovery 
Time

Memory 
Overhead

2

1

0

r
                     (random access

             from DB)

r/d
             (seq access

            from disk)

        r/m
(from mem)

M-D
Disk Backed

Figure 5.1: Disk backed replicas offer better tradeoffs between memory overhead and per-
formance availability compared to options available today.
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5.3 Flex-KV – A Flexible KV System

To implement all the conĕgurations described in the previous section, a KV architecture

must be able to: support heterogeneous replicas (e.g., disk, Flash, memory, etc.); direct

queries and inserts appropriately (e.g., both to the in-memory replica for high performance,

or queries to the tail and updates to the head for strong consistency); send invalidations

and updates as conĕgured; Ęexibly choose whether to send them synchronously or asyn-

chronously; and optionally consult an invalidation table while applying updates on recov-

ery.

Chain-based replication provides an effective mechanism to implement these options.

Flex-KV uses replica chains on a consistent hashing ring. Consistent hashing with virtual

nodes balances load across the backends and reduces repair time when nodes fail or new

nodes join the system. Our prior work, FAWN-KV, uses a similar approach, but it supports

only synchronous, durable, and consistent updates to Flash-based replicas, while routing

queries to the tail of a replica chain. Flex-KV supports the range of application require-

ments, listed in the previous section, by supporting:

Replica types: Flex-KV supports different replica types that expose a common storage in-

terface; examples include in-memory replicas (M), disk based logs (D), and buffered logs

(Mb . . . D). Flex-KV supports the addition of new datastores as long as they adhere to the

storage interface. On each node, it is easy to combine different types of datastores by chain-

ing their interfaces together, as is done in Anvil [69]. All update operations in Flex-KV are

log-structured thereby ensuring high performance on different storage devices.
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Figure 5.2: ree options for propagating updates through a chain of replicas.

Heterogeneous replica chains: Chaining of replicas [102] provides the basis for a variety

of system options (e.g., creating M–D replica chains). Figure 5.2 shows several example

conĕgurations. Updates arrive at the head of the chain and propagate through the chain

to the tail, as in chain replication. For performance, queries may need to be served not

from the tail, but instead from the highest-performing replica (e.g., a memory replica).

Flex-KV allows queries to go to different nodes in each replica chain. For example, a high-

performance conĕguration may wish to direct reads and writes to a memory-based replica

irrespective of its position in the replica chain. is Ęexibility “breaks” the simple structure

of chain replication to also support a more conventional primary-backup replication style.
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Supporting synchronous insertions with read-from-head behavior requires more Ęexible

conĕguration of when nodes will respond to queries they have already processed, marking

un-acknowledged but received writes as tentative. Flex-KV hides the work of allocating

replicas and managing the topology, and separates these functions from, e.g., the imple-

mentation of the replica’s per-node storage.

Flexible update “plumbing” between replicas: e system separates update propagation

and invalidation, and allows each to be delivered synchronously or asynchronously. We

examine three ways to “plumb” replicas together. Key to these options are the ability to add

asynchrony between purely memory-based replicas and disk replicas, to allow the system

to operate with memory latency, not disk latency. Flex-KV can send updates using:

• Synchronous Updates (SU): Figure 5.2(a) shows synchronous update propagation

through a chain, creating three consistent replicas. Updates succeed only if all replicas

are updated.

• Asynchronous Updates with Synchronous Invalidations (AUSI): An update suc-

ceeds only if the primary commits the updated value and all secondary replicas re-

ceive invalidations (Figure 5.2(b)). Secondary replicas maintain an in-memory in-

validation map. Updates are sent in batches from the primary to secondary replicas.

Secondary replicas can clear their invalidation map aer applying a batch of updates.

is scheme enables coherent memory caches that recover from disk (e.g., the exam-

ple in the previous section).
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• Asynchronous Updates (AU): An update succeeds if the primary replica commits

the updated value. Secondary replicas receive either individual updates or a batch of

updates asynchronously. (Figure 5.2(c))

Replication factor: Flex-KV allows conĕguring the system with an arbitrary replication

factor. Flex-KV maintains this replication factor as long as it is possible to do so. On a

node addition the replication factor of the chain it joins goes up by one and it is restored by

relinquishing the current tail replica. On a node failure, the replication factor of the affected

chain goes down by one and it is restored by recruiting a new tail for this chain. To ensure

high performance, node additions and removals are non-blocking operations.

B1 D1 E1C1

updates Front
End

queries

Individual Replica Types
(M, D, Mb...D, etc.)

Query Node Selection
(Tail, Mid, Head)

Update Type
(SU, AU, AUSI)

Replication Factor (R)

Figure 5.3: Flex-KV supports many different key-value system conĕgurations using four
simple knobs.
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Ouroboros+ is this newgeneralization of chain-based replication, which extendsOuroboros

to effectively support a wide range of application requirements by (a) selecting from differ-

ent update mechanisms between replicas, and, (b) selecting a query node in a replica chain.

Flex-KVusesOuroboros+with different datastores that expose a common storage interface

to form homogeneous or heterogeneous replica chains. Flex-KV supports creating many

different key-value system conĕgurations using four simple knobs:

1. Replication Factor;

2. Replica Type: Memory, Disk, Flash, Buffered Log, etc.;

3. Update mechanism: SU, AUSI, and AU;

4. Query node: Replica to issue a read request to.
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Chapter 6

Flex-KV Evaluation

In the next two sections, we systematically vary the knobs exposed by Flex-KV (Tables 6.1, 6.2).

Each cell in those tables represents a unique KV design, to illustrate the coverage of de-

sign options provided by Flex-KV’s conĕgurability—some choices are similar to currently

available point solutions, and some offer new tradeoffs. Furthermore, we compare these

design options to highlight the tradeoffs they offer. In Section 6.3 we evaluate Flex-KV’s

performance on different hardware conĕgurations and compare its performance to a pop-

ular existing system, memcached.

6.1 Key-Value systems as caches

We start with KV systems with a backing database. When used with an external database,

a key-value storage system (e.g., memcached) does not need to write synchronously to disk

for persistence. It may, however, need replication for high performance-availability. Ta-
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Synchronous Updates Async Updates, Synch Invalidations Asynchronous Updates
Conĕguration (SU) (AUSI) (AU)

Consistent Consistent Weakly Consistent

In-memory Replication Updates: Fast Updates: Faster for large values Updates: Fast
M–M (slower than non-replicated systems)
+Backing Database(D) PA: Instant recovery PA: Nearly Instant PA: Instant
Memory inefficient (some cache misses)

Example: Gear6 Example: repcached

Disk backed cache Updates: Slow due to disk Ęush at replica Updates: Faster for large values Updates: Fast
M–D (buffer for speed: M–(Mb . . . D)) (quick in-memory invalidations)
+Backing Database(D) PA: Disk scan PA: Disk scan PA: Disk scan
Memory efficient (some cache misses)

Table 6.1: KV conĕgurations with a backing database providing durability. We show con-
ĕgurations with one secondary replica, but the characteristics hold true for similar conĕg-
urations with n secondary replicas.

ble 6.1 compares systems constructed with different replica types and update propagation

mechanisms using four metrics: Read speed, update speed, memory overhead, and perfor-

mance availability.

e horizontal axis in table 6.1 compares the results of using different plumbing be-

tween replicas. In general, synchronous updates provide consistency: A replica can fail and

the data is still available in cache, but they bound the system performance to that of the

slowest replica in the chain. Asynchronous updates lack consistency, but allow the system

to perform at the speed of the fastest replica. AUSI updates provide consistency without

data-loss, and decouple performance, making them the best choice when acting as a cache.

Durability: A backing database in all conĕgurations ensures data durability across the

board.
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Memoryoverhead: All conĕgurationswith in-memory replication have high overhead. M-

–D conĕgurationswith synchronous invalidations need only store invalidations inmemory,

and so their overhead is determined by the frequency of the asynchronous updates and the

workload’s update rate.

Update performance: Asynchronous updates are faster than synchronous updates, but

this speed advantage also depends on the write cost at the next replica; even memory-to-

memory replicas may be faster using AUSI updates if the updates are large. Disk-based

replicas beneĕt more from asynchrony.

Performance Availability (PA): Conĕgurations with both SU and AU recover almost in-

stantaneously on failure. M–M recovers almost instantaneously. M–D is slower than M–M

but is still much faster than random queries to the backing DB. e reason these conĕgura-

tions are not as rapid as M–M during recovery is because M–D involves a sequential scan

of the log on the disk. e performance availability of conĕgurations with AUSI are sightly

worse than the corresponding conĕgurations of SU or AU, because they involve applying

invalidations and might incur cache misses for accesses of those key-value pairs that are in-

validated. Figure 6.6, for example, shows the best case recovery time for the AUSI scheme

where there are hardly any cache misses on recovery.

6.2 Key-Value systems as stores

Without a backing DB, most conĕgurations retain the same properties, with one crucial

difference: Durability. Conĕgurations using only DRAM are not durable (Table 6.2), but

neither does a conĕguration with a disk replica guarantee durability: In the table, only
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Synchronous Updates Async Updates, Synch Invalidations Asynchronous Updates
Conĕguration (SU) (AUSI) (AU)

Consistent Consistent Weakly Consistent

M–M Not Durable Not Durable Not Durable
Memory Inefficient Example: Gear6, scalaris Example: repcached

M–(Mb . . . D) Window-loss Durable Window-loss Durable (Cognizant of loss) Window-Loss Durable
Memory Efficient Example: RAMCloud

M–D Durable Window-loss Durable (Cognizant of loss) Window-Loss Durable
Memory Efficient Example: Redis

Disk or Flash based Durable Window Loss Durable (Cognizant of loss) Window Loss Durable
D–D Example: FAWN-KV, Hibari Example: Tokyo Tyrant

Table 6.2: Comparison of different KV conĕgurations without a backing database, all sup-
ported by Flex-KV.

conĕgurations with synchronous disk writes, either by starting with a disk, e.g., D–D, or

using SU propagation to disk, e.g., M–D, are fully durable.

Conĕgurations using AU and AUSI schemes with a disk replica have window loss dura-

bility: the system might have an older version of the value for some key, or no value at all,

if there is a failure of a primary before updates are propagated to replicas. AUSI invalida-

tions only provide correct durability if the invalidations are written synchronously to disk;

this does not matter in the cache case, because if both the memory and disk replica fail, the

system can recover from the database with some loss of performance. Conĕgurations us-

ing AUSI can inform clients that the system lacks the latest update in case of such a failure.

Using fully asynchronous updates risks undetected inconsistency.
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Window loss durability may suffice for situations in which rare instance of stale data

could be acceptable, e.g., for data such as web counters or “last visitors” lists, but where

complete data loss over all time would not.

6.3 Flex-KV Performance Evaluation

Memcached Baseline Evaluation. Before we evaluate the performance of the different

conĕgurations of Flex-KV, we ĕrst benchmark memcached (version 1.4) so that we can put

the performance on Flex-KV in perspective. In the following experiments we try to extract

the maximum query throughput from a single memcache server. Our benchmarking uses

a modiĕed memslap [73] client that in turn uses the standard libMemcached [1] client li-

brary. Our modiĕcations to memslap ensure query request randomization and additional

reporting of performance statistics.

We ran memcached on 3 clusters. Here we report results from the cluster on which

memcached performed the best; the ‘Core2’ cluster nodes have dual core 2.4 GHz CPUs,

with 1 GB DRAM, and 500 GB Hard Disks. We use 100-byte values to be certain that

network bandwidth is not a bottleneck in our experiments. e memcache client is closed-

loop, waiting make the next query until it receives a response to the current request. We

increase the concurrency of requests at the server by increasing the number of client in-

stances and by increasing the number of client threads issuing requests in parallel. Our

tests do no batch requests; we request individual key-value pairs using TCP as the trans-

port layer and avoid memcached’s multiget call interface.
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Figure 6.1 shows that increasing the number of concurrent requests to the server, by

increasing the number of client threads, steadily improves the memcache server’s lookup

throughput until it peaks at 100,000 to 110,000.
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Figure 6.1: Memcached query throughput at a single server instance as we vary the number
of clients threads issuing requests.

A single memcached server instance can perform 100,000 to 110,000 lookups per sec-

ond irrespective of the number of server threads we use (Figure 6.2). Figure 6.3 shows that

increasing the number of outstanding requests by increasing the number of clients, each

with 50 threads, querying the server does not change the lookup throughput of the server.

Memcached is CPU bound at this stage and this can be attributed to the locking overhead

on the read path in memcached’s implementation.
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Figure 6.2: Memcached query throughput at a single server instance as we vary the number
of server threads. We use a single client with 50 concurrent threads for this test.
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Figure 6.3: Memcached query throughput at a single server instance as we vary the number
of clients issuing requests. Individual clients issue 50 outstanding query requests.
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Evaluating Flex-KV on Different Hardware Platforms. We evaluate Flex-KV on 3 dif-

ferent test clusters. Table 6.3 shows the speciĕcation of individual backend nodes on these

three clusters. Geode21 is our 2008-era FAWN cluster with 21 nodes,Atom85 is a 2010-era

FAWN cluster with 85 Atom-based nodes, and Core2 is small cluster of server-class ma-

chines. We use 128-byte values in our experiments. Queries requests are asynchronous

and are sent in an open loop. We log the end-to-end latency of each request to report me-

dian and 99%-ile latencies where appropriate.

Memcached comparison: We ĕrst benchmark Flex-KV on the Core2 cluster to com-

pare its performance to memcached. Flex-KV is conĕgured to match memcached by using

only memory-based backends with no replication (“M” conĕguration). Flex-KV achieves

a maximum of 100,000 queries/second, closely matching memcache throughput on the

Core2 cluster. e limit here is primarily due to network, kernel, and ri RPC process-

ing overheads; benchmarking a “null” RPC call using Flex-KV results in a limit of 100,000

calls/second.

Geode21 Atom85 Core2

CPU: AMD Geode LX Intel Atom D510 Intel Core2
500 MHz 1.66 GHz 2.40 GHz

# cores: 1 2 2
CPU cache: 128 KB (L2) 512 KB (L2) 4096 KB

DRAM: 256 MB SDRAM at 400 MHz 1 GB 1 GB
Storage: 4 GB Sandisk Extreme IV CF Intel SSD (520 Series) 500GB Hard Disk

Table 6.3: Comparison of speciĕcations of individual backend nodes of 3 different test clus-
ters that Flex-KV runs on.
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Figure 6.4 shows that at low load the median latency is between 250 to 300 µ-seconds,

but at high load themedian latency shoots up close to 600µ-seconds. Because themeasure-

ment is open-loop, latency increases at high load; Figure 6.5 shows the 99%-ile query la-

tency is 6.5mswhen operating at the highest query throughput of 100,000 lookups/second.
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Figure 6.4: Median query latencies when using Flex-KV in the “M” conĕguration on the
Core2 cluster.

Flex-KV on different hardware conĕgurations: Next, we evaluate two simple Flex-

KV conĕgurations, M and D, on the three different hardware conĕgurations. Table 6.4

shows the query throughput on these clusters averaged across 5 different runs. All the M

conĕgurations achieve a query throughput that closelymatch the “null” RPC call using Flex-

KV on the respective clusters. e disk and Flash based conĕgurations are limited by the

performance of the storage device: the slowest conĕguration is the hard disk based Core2s

that incur a high seek latency; the Compact Flash conĕguration on Geode21 is around 6x
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Figure 6.5: Median and 99%-ile query latencies when using Flex-KV in the “M” conĕgura-
tion on the Core2 cluster.

faster than the Core2s; and the Intel SSD-based conĕgurations on Atom85 offer a further

order of magnitude higher throughput.

Comparing the tradeoffs of different Flex-KV conĕgurations: Each conĕguration of

our Flex-KV implementation trades between durability, memory overhead, performance,

and recovery time. Figure 6.6 shows this tradeoff for ĕve different Flex-KV conĕgurations.

In this experiment each Core2 backend node stores 15,000 KV pairs with 1KByte values.

In-memory replication (M–M) uses twice asmuchmemory as its unreplicated counterpart,

but recovers instantly from a node failure. Heterogeneous replica chains (e.g., M–D) are

memory efficient and recover more rapidly from node failures than an unreplicated node,

and their recovery time is bound by sequential disk scan speeds. Schemeswith synchronous

updates (SU) are slow when they involve synchronous disk writes.
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Conĕguration Geode21 Atom85 Core2

M 14,028 36,000 100,000

Disk or Flash 1,850 10,000 289

Table 6.4: Queries/second for two different Flex-KV conĕgurations on 3 hardware plat-
forms.
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Figure 6.6: Memory overhead, put latency, and recovery time for different key-value con-
ĕgurations when using Flex-KV. e size of the points indicate memory overhead: M–M
uses twice as much memory as its unreplicated counterpart.

89



90



Chapter 7

RelatedWork

is thesis work build upon a broad set of research work in distributed systems, storage and

database systems, and networking. In this section we summarize the prior work that this

dissertation builds upon.

7.1 Flash in Databases and Filesystems

Much prior work is examining the use of Ęash in databases, examining how database data

structures and algorithms can be modiĕed to account for Ęash storage strengths and weak-

nesses [64, 65, 75, 77, 101]. this work concluded that NAND Ęash might be appropriate

in “read-mostly, transaction-like workloads”, but that Ęash was a poor ĕt for high-update

databases [75]. Our work, like FlashDB [77] and FD-Trees [65], also notes the beneĕts

of a log structure on Ęash; however, in their environments, using a log-structured ap-

proach slowed query performance by an unacceptable degree. Prior work in sensor net-
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works [36, 70] has employed Ęash in resource-constrained sensor applications to provide

energy-efficient ĕlesystems and single node object stores. In contrast to the above work,

FAWN-KV sacriĕces range queries by providing only primary-key queries, which elimi-

nates complex indexes and can having separate data and index can therefore support log-

structured access without reduced query performance. speed maintenance and failover

operations in a clustered, datacenter environment.

Several ĕlesystems are specialized for use onĘash. Most are partially log-structured [89],

such as the popular JFFS2 (Journaling Flash File System) for Linux. Our observations about

Ęash’s performance characteristics follow a long line of research [40, 75, 77, 84, 111]. Past

solutions to these problems include the eNVy ĕlesystem’s use of battery-backed SRAM to

buffer copy-on-write log updates for high performance [108], followed closely by purely

Ęash-based log-structured ĕlesystems [60].

7.2 High-throughput Storage and Analysis

Recent work such asHadoop [5, 12] orMapReduce [38] running onGFS [49] has examined

techniques for scalable, high-throughput computing on massive datasets. More specialized

examples include SQL-centric options such as themassively parallel data-mining appliances

from Netezza [78], AsterData [11], and others [6, 7, 13]. As opposed to the random-access

workloads we examine for FAWN-KV, these systems provide bulk throughput for massive

datasets with low selectivity or where indexing in advance is difficult.
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7.3 Distributed Hash Tables

Related cluster and wide-area hash table-like services include Distributed data structure

(DDS) [51], a persistent data management layer designed to simplify cluster-based Internet

services. FAWN-KV’s major points of differences with DDS are a result of FAWN’s hard-

ware architecture, and the protocols for strong consistency with minimal blocking during

churn. ese same differences apply to systems such as Dynamo [39] and Voldemort [85]

which trade consistency for partition tolerance. Grapevine [24] was an important early

example of trading consistency for simplicity, and Bayou [82, 100] later explored trading

consistency for availability in application-specific ways. FAWN-KV trades partition toler-

ance for availability and strong consistency [25, 50]. Systems such as Boxwood [68] focus

on the higher level primitives necessary for managing storage clusters. Our focus was on a

simple key-value abstraction.

e replica selection strategy in Ouroborous is similar to that used in systems like

CFS [32, 33], DHash++ [34], Dynamo [39], and PAST & Pastry [41, 90, 91]. However,

none of these systems use chain based replication and they provide weaker consistency

guarantees. In Base DHash, each data block is stored as 14 erasure­coded fragments using

the IDA coding algorithm, one on each successors of the key, and any seven of which are

sufficient to reconstruct the block. Base DHash, used in CFS, was designed for the wide-

area, and does not guarantee strong consistency. Similarly, Dynamo, trades consistency

for partition tolerance of data stored across datacenters. Dynamo is optimized for write-

availability, and offers eventual data consistency with conĘict resolution, if any, on a read.
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Ouroboros, generalizes chain replication to allow node additions to any position in the

chain, to offer provably strong consistency with minimal blocking.

7.4 Examples of systems designed to provide Ęexibility to

end users

Click [61] is a Ęexible soware router composed of conĕgurable elements responsible for

packet processing. Ensemble and JGroups are high-performance modularized protocol ar-

chitectures for replicated services that allow the construction of reliable multicast protocols

using basic building blocks [52, 103]. Similarly, PRACTI [35] and PADS [21] provide a pol-

icy based architecture for building distributed storage protocols. TACT [109, 110], designed

for small deployments of computers in the WAN, dynamically trades consistency for avail-

ability (and performance) based on system, network, and client characteristics, but assumes

that all nodes store all of the data and receive all updates. To provide strong consistency,

TACT switches from an anti-entorpy based model to a two phase commit protocol. Unlike

these systems, Flex-KV uses a single mechanism, Ouroboros+, which can be conĕgured

to support the different application requirements of consistency, durability, performance,

and cost.

WheelFS [97] is a wide-area user-level distributed ĕle system that allows applications to

choose a tradeoff between performance and consistency. WheelFS allows these adjustments

via semantic cues, which provide application control over consistency, failure handling, and

ĕle and replica placement. WheelFS uses primary-backup replication and provides close-
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to-open consistency, while also supporting eventual consistency if requested. Yahoo!’s data

storage platform, PNUTS [31], offers a read-write interface to records of database like ta-

bles. Records are replicated across multiple data centers, and all replicas of a given record

apply all updates in the same order. PNUTS supports control of wide-area tradeoffs by al-

lowing applications to choose between reading the latest version of a record, any version of

a record, or a version of a record newer than a specified version. e tradeoffs offered by the

update mechanisms and selection of query nodes, in both WheelFS and PNUTS, is some-

what similar to Ouroboros+. Unlike WheelFS and PNUTS, Flex-KV can support different

replica types as part of the same replica group offering better tradeoffs between memory

overhead and recovery time. Flex-KV currently does not support cues to offer applications

different runtime guarantees; we leave this for future explorations.

7.5 Logging in Distributed Databases.

Distributed databases have long used logging for recovery to ensure that the database state

is not corrupted as a result of soware, system, or media failures, and to respect ACID

properties [46, 66, 74]. ese systems have to scan the log and perform undo and redo

operations on recovery. FAWN-KV and Flex-KV use a log as the data store for high per-

formance writes and replication; they don’t provide ACID guarantees and do not have to

rescan the log to undo or redo operations on recovery.
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7.6 Cluster-based “NoSQL” systems.

We covered a wide range of key-value stores in Section 5. But NoSQL systems are not just

restricted to key-value store. Systems such as Redis [87] (a data structure server supporting

strings, hashes, lists, sets and sorted sets); BigTable [27] (column-oriented storage); and

MongoDB [28]) (document-based storage) all demonstrate the value of richer data models.

Extending Flex-KV beyond key-value storage without crossing a cliff of complexity is le

as a future undertaking; it is not the focus of this thesis.
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Chapter 8

Conclusion

is dissertation demonstrates that it possible for a key-value architecture to be easily con-

ĕgured to support many points along the KV system design continuum, from weakly-

consistent, non-replicated caches to strongly-consistent, durable disk-backed key-value stores.

Our work made the following contributions:

• First, we presented a new replication protocol, Ouroboros, which generalized chain-

based replication to allow node additions to any part of the replica chain. Ouroboros

is designed to minimize blocking during node additions and deletions while guaran-

teeing strong data consistency (per-key linearizability [53]). We proved the correct-

ness of Ouroboros with regard to Query, Update, and Replication guarantees. We

also presented the design, implementation, and evaluation of a distributed key-value

storage system, FAWN-KV, with the goal of supporting the three key properties of

fault tolerance, high performance, and generality. FAWN-KV achieved these goals
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using four principles: (a) sequential writes for high performance and generality; (b)

replication for fault tolerance; (c) use of Ouroboros with minimal blocking for high

performance when nodes are added or fail; and (d) load balancing for high perfor-

mance;

• Second, wepresented a generalization of chain-based replication,Ouroboros+, which

extends Ouroboros to effectively support a wide range of application requirements

by (a) selecting from different update protocols between replicas, and, (b) selecting a

query node in a replica chain. We described Flex-KV, which uses Ouroboros+ with

different datastores that expose a common storage interface to form homogeneous

or heterogeneous replica chains. Flex-KV can support DRAM, Flash, and disk-based

storage; can act as an unreliable cache or a durable store; and can offer strong or

weak data consistency. e value of such a system goes beyond ease-of-use: We en-

abled new choices for system designs, such as a cache-consistent memcached, that

offer some applications a better balance of performance and cost than was previously

available. Finally, we empirically evaluated Flex-KV on three different hardware con-

ĕgurations to show its effectiveness.

e battle for dominance in the “Big data” space rages on [9, 14, 96]; on one side are

the “NoSQL” adherents, on the other are “NewSQL” proponents. e core design ideas

described in this dissertation, though in the context of hash-style key-value systems, apply

to replicated storage systems in general, irrespective of the camp they are in. In this context,

our work raises some important questions for the future.

98



A ĕrst question our work raises is how users of storage systems should choose a conĕg-

uration. Although orthogonal to the arguments of this dissertation, this question needs to

be addressed in the future, not only for Flex-KV, but also for storage systems that provide

different guarantees and tradeoffs at large.

A second important question is how to extend the Flex-KV idea to encompass more

NoSQL designs. Two important axes to consider include partition tolerance (as in Dy-

namo [39], which trades consistency for partition tolerance), and a richer data model. Sys-

tems such as Redis [87] (a data structure server supporting strings, hashes, lists, sets and

sorted sets); BigTable [27] (column-oriented storage); and MongoDB [28]) (document-

based storage) all demonstrate the value of richer data models.

Creating “one store for all” is difficult, and it is likely that no one system can truly meet

the needs of all users. However, our progress designing Flex-KV suggests that the right

set of conĕguration and coupling primitives can make structured storage systems able to

satisfy a wide variety of performance, consistency, and durability requirements.
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